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Edoardo’s course in 1984 at Genova Nervi

On Edoardo’s web page
A Brief Introduction to Algebraic Curves (1984 Nervi Lectures
translated and updated by C. Fontanari).

Florence 2002
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Frank Morley paper from 1918

On the Luroth Quartic Curve. 
By FRANK MORLEY. 

It has been known since 1870 * that the problem of inscribing a five-line 
in a planar quartic is poristic; of the ten conditions nine fall on the lines and 
one on the curve. Thus the quartic is one for which an invariant vanishes, 
and the degree of this invariant is sought. We use Aronhold's construction 
of a curve of class 4 from seven given points. And the starting point is the 
theorem of Prof. Bateman t that the seven points whiclh have the same polar 
line as to a conic and a cubic give rise to a Liiroth quartic. 

For coinpleteness I indicate the proof. A conic and a cubic have the 
canonical forms (at2), (/3x) where (x) -0. The polars of x are (axy), 
(fxy2). Working in a space of three dimensions the line (y) --0, (axy) =0 is 
to touch the quadric (oxy2). This requires that 

13of9XOX1 (CX2X2-a3x3)2- 0 

or (a/l) 2/( a2X/1) (1/fX), 

and tiis is a quartic of Liiroth's type. Tlle seven common polar lines are an 
Aronhold set of double lines of this quartic, and by polarity as to the conic 
the seven points a, which have these polar lines are double points of a Luiroth 
curve of class 4. 

? 1. The Bateman Conic. 

Take now a conic (ax)2 and a cubic (fx)3. The Jacobian of these and a 
line (cx) 

(aX) (fX)2 |jagI - 0 
gives the net of cubics on the seven points ai. Referred to one of the points 
and the corresponding line let the conic be xo+2X1X2 and the cubic be 

X30 + Xo (,yX) 
2 

+ (S 

Then for (ax) -x0 the Jacobian is 

(a02-a2f1) (aX) (fX))2= f2(fX)2X2-f1i(fX) 2X$ 

so that not only terms in xV but also the term 0x12X2 iS missing. 

* Liuroth, Math. Annaleyi, Vol. I. 

t AMERICAN JOURNAL OF MATHEMATICS, Vol. XXXVI. 

This content downloaded from 136.152.37.217 on Tue, 7 Oct 2014 23:54:57 PM
All use subject to JSTOR Terms and Conditions
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A zoom from Frank Morley paper

On the Luroth Quartic Curve. 
By FRANK MORLEY. 

It has been known since 1870 * that the problem of inscribing a five-line 
in a planar quartic is poristic; of the ten conditions nine fall on the lines and 
one on the curve. Thus the quartic is one for which an invariant vanishes, 
and the degree of this invariant is sought. We use Aronhold's construction 
of a curve of class 4 from seven given points. And the starting point is the 
theorem of Prof. Bateman t that the seven points whiclh have the same polar 
line as to a conic and a cubic give rise to a Liiroth quartic. 

For coinpleteness I indicate the proof. A conic and a cubic have the 
canonical forms (at2), (/3x) where (x) -0. The polars of x are (axy), 
(fxy2). Working in a space of three dimensions the line (y) --0, (axy) =0 is 
to touch the quadric (oxy2). This requires that 

13of9XOX1 (CX2X2-a3x3)2- 0 

or (a/l) 2/( a2X/1) (1/fX), 

and tiis is a quartic of Liiroth's type. Tlle seven common polar lines are an 
Aronhold set of double lines of this quartic, and by polarity as to the conic 
the seven points a, which have these polar lines are double points of a Luiroth 
curve of class 4. 

? 1. The Bateman Conic. 

Take now a conic (ax)2 and a cubic (fx)3. The Jacobian of these and a 
line (cx) 

(aX) (fX)2 |jagI - 0 
gives the net of cubics on the seven points ai. Referred to one of the points 
and the corresponding line let the conic be xo+2X1X2 and the cubic be 

X30 + Xo (,yX) 
2 

+ (S 

Then for (ax) -x0 the Jacobian is 

(a02-a2f1) (aX) (fX))2= f2(fX)2X2-f1i(fX) 2X$ 

so that not only terms in xV but also the term 0x12X2 iS missing. 

* Liuroth, Math. Annaleyi, Vol. I. 

t AMERICAN JOURNAL OF MATHEMATICS, Vol. XXXVI. 
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Together with Edoardo, from 2010

Michigan Math. J. 59 (2010), 365–394

On the Hypersurface of Lüroth Quartics

Giorgio Ottaviani & Edoardo Sernes i

Introduction

In his celebrated paper [18], Lüroth proved that a nonsingular quartic plane curve
containing the ten vertices of a complete pentalateral contains infinitely many such
10-tuples. This implies that such curves, called Lüroth quartics, fill an open set
of an irreducible, SL(3)-invariant hypersurface L ⊂ P14. In his short paper [19],
Morley computed the degree of the Lüroth hypersurfaceL by introducing some in-
teresting ideas that seem to have been forgotten, maybe because a few arguments
are somehow obscure. In this paper we put Morley’s result and method on a solid
foundation by reconstructing his proof as faithfully as possible. The main result
is the following.

Theorem 0.1. The Lüroth hypersurface L ⊂ P14 has degree 54.

Morley’s proof uses the description of plane quartics as branch curves of the
degree-2 rational self-maps of P2 called Geiser involutions. Every such involu-
tion is determined by the linear system of cubics having as base locus a 7-tuple of
distinct points Z = {P1, . . . ,P7}; let’s denote by B(Z) ⊂ P2 the corresponding
quartic branch curve. Morley introduces a closed condition on the space of such
7-tuples given by the vanishing of the Pfaffian of a natural skew-symmetric bilin-
ear form between conics associated to each such Z. By this procedure one obtains
an irreducible polynomial �(P1, . . . ,P7) that is multihomogeneous of degree 3 in
the coordinates of the points P1, . . . ,P7 and skew-symmetric with respect to their
permutations. We call � the Morley invariant. The symbolic expression of � is
related to P2

Z/2Z , classically known as the Fano plane (see Section 4).
Then Morley proceeds to prove that the nonsingular quartics B(Z) correspond-

ing to the 7-tuples Z for which the Morley invariant vanishes are precisely the
Lüroth quartics. This step of the proof uses a result of Bateman [2], which gives
an explicit description of an irreducible 13-dimensional family of configurations
Z such that B(Z) is Lüroth: Morley shows that the Bateman configurations are
precisely those making � vanish. In order to gain control on the degree of L,
one must consider the full locus of configurations Z such that B(Z) is a Lüroth

Received January 20, 2009. Revision received June 25, 2009.
Both authors are members of GNSAGA-INDAM.
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Plan of the talk

Complexity of Matrix Multiplication and Tensor Rank
History of recent work.

The cubic polynomial trace(A3) and its Waring rank
How Algebraic Geometry can be useful to Complexity Theory.
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Journal Advertisement
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Relevance of matrix multiplication algorithm, and making
it faster

Many numerical algorithms use matrix multiplication. The
complexity of matrix multiplication algorithm is crucial in many
numerical routines.

Mn = space of n × n matrices

Matrix multiplication is a bilinear map

Mn ×Mn → Mn

(A,B) 7→ A · B

where A · B = C is defined by cij =
∑

k aikbkj .
This standard way to multiply two matrices requires
n multiplications and (n − 1) additions for each entry, so 2n3 − n2

ring operations.
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Strassen result on 2× 2 multiplication

Set 

I = (a11 + a22)(b11 + b22)
II = (a21 + a22)b11

III = a11(b12 − b22)
IV = a22(−b11 + b21)
V = (a11 + a12)b22

VI = (−a11 + a21)(b11 + b12)
VII = (a12 − a22)(b21 + b22)

Then Strassen showed explicitly in 1969
c11 = I + IV − V + VII
c12 = III + V
c21 = II + IV
c22 = I + III − II + VI

Notation A · B = C .
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Strassen result in tensor notation

Strassen result can be better understood by the following tensor
identity

M〈2〉 =trace(ABC) =

a11 ⊗ b11 ⊗ c11︸ ︷︷ ︸
1

+ a12 ⊗ b21 ⊗ c11︸ ︷︷ ︸
2

+ a21 ⊗ b11 ⊗ c21︸ ︷︷ ︸
3

+ a22 ⊗ b21 ⊗ c21︸ ︷︷ ︸
4

+ a11 ⊗ b12 ⊗ c12︸ ︷︷ ︸
5

+ a12 ⊗ b22 ⊗ c12︸ ︷︷ ︸
6

+ a21 ⊗ b12 ⊗ c22︸ ︷︷ ︸
7

+ a22 ⊗ b22 ⊗ c22︸ ︷︷ ︸
8

=

(a11 + a22) ⊗ (b11 + b22) ⊗ (c11 + c22)︸ ︷︷ ︸
1

+ a11 ⊗ (b12 − b22) ⊗ (c12 + c22)︸ ︷︷ ︸
2

+ (a21 + a22) ⊗ b11 ⊗ (c21 − c22)︸ ︷︷ ︸
3

+ (a12 − a22) ⊗ (b21 + b22) ⊗ c11︸ ︷︷ ︸
4

+ a22 ⊗ (−b11 + b21) ⊗ (c21 + c11)︸ ︷︷ ︸
5

+ (a11 + a12) ⊗ b22 ⊗ (−c11 + c12)︸ ︷︷ ︸
6

+ (−a11 + a21) ⊗ (b11 + b12) ⊗ c22︸ ︷︷ ︸
7

There are elegant proofs of this identity by using group actions ([CILO

2016] Chiantini-Ikenmeyer-Landsberg-O). M〈n〉 = trace(ABC ) is called

the matrix multiplication tensor.
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Iteration of Strassen result, the Strassen algorithm

Dividing a matrix of size 2k × 2k into 4 blocks of size 2k−1 × 2k−1

one gets for
T (n) := # { ring operations to multiply two n × n matrices}

T (n) ≤ 7T (n/2) + 18(n/2)2,

together with T (1) = 1 one shows inductively that

T (n) ≤ 7nlog2 7 − 6n2

where log2 7 = 2.81 . . ., which is cheaper than the standard
algorithm for n ≥ 718. Strassen algorithm is currently used for
large matrices(roughly n ≥ 103). The number 7 of multiplications
needed turns out to be the crucial measure of the complexity.
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The exponent of matrix multiplication

The exponent of matrix multiplication ω is defined to be

Definition

ω := limn logn (# { ring operations to multiply two n × n matrices}) =

limn logn (T (n))

A consequence of Strassen algorithm is that ω ≤ log27 = 2.81 . . .,
while the standard algorithm gave ω ≤ 3.
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The world record history for ω

ω=exponent of matrix multiplication of n × n matrices

Strassen, O(n2.81), 1969

Bini, Capovani, Romani, Lotti, O(n2.7799), 1979

Strassen, O(n2.48), 1987, Laser method

Coppersmith, Vinogradov, O(n2.375477), 1990

Stothers, O(n2.3736), 2010

Williams, O(n2.37287), 2011

LeGall, O(n2.37286), 2014

Basic question:

Compute ω. Is ω = 2 ?

Perhaps you think that I should end my talk with a conjecture about ω. But

this is dangerous. V. Strassen, 2010
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How ω depends on the field

ω a priori depends on the field K .

Theorem (Schönhage)

ω depends only on the characteristic of the field.

Sketch of proof

By NullStellenSatz, ω is invariant by field extensions.
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ω can be computed from tensor rank

A tensor t ∈ U ⊗ V ⊗W has rank r if t =
∑r

i=1 uiviwi and r is
minimal.
We write rk(t) = r .
Let End(V ) = Mn be the vector space of n × n matrices over C.
The matrix multiplication tensor M〈n〉 ∈ M∨n ⊗M∨n ⊗M∨n is defined
by M〈n〉(A,B,C ) = tr(ABC ).

Theorem (Strassen)

ω = lim supn

[
logn rk(M〈n〉)

]
Excellent references are [Buergisser, Clausen, Shokrollai] and
Landsberg notes.
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Rank and complexity

Matrix multiplication can be seen as a tensor
M〈n〉 ∈ Mn ⊗Mn ⊗Mn

M〈n〉(A⊗ B ⊗ C ) =
∑

i ,j ,k aikbkjcji = tr(ABC )
and the number of multiplications needed coincides asymptotically
with the rank of M〈n〉 .

Allowing approximations, the border rank of t is a good measure of
the complexity of matrix multiplication algorithm (Strassen,
Bürgisser, Bini).
Border rank(t) = brk(t) := min{r |∃tn → t with rktn = r}
brk(t) ≤ rk(t), for d-way tensors with d ≥ 3 there are examples
where strict inequality holds.
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Geometry in tensor space

In the tensor space A⊗ B ⊗ C there is the Segre variety of
decomposable (rank 1) tensors X = P(A)× P(B)× P(C ).
Tensors of rank 2 like a0b0c0 + a1b1c1 lie in the line joining a0b0c0

and a1b1c1.
Tensors of rank k lie in the span of k points on the Segre variety.

The k-secant variety σk(X ) is the Zariski closure

σk(X ) =
⋃

x1,...xk∈X
〈x1, . . . , xk〉

Giorgio Ottaviani Are there faster ways to multiply two matrices ? 17 / 34



The seven summands in Strassen identity

The seven summands in Strassen tensor identity can be understood
by a naive parameter count.
Expected dimension of σkX ⊂ PM is min (k(dimX + 1)− 1,M).

In the case of
X = P(M2)× P(M2)× P(M2) ⊂ P(M2 ⊗M2 ⊗M2) = P63 we have
dimX = 9 and indeed

dimσ6X = min(59, 63) = 59 dimσ7X = min(69, 63) = 63.

By Terracini Lemma it is easy to compute that expected
dimensions are actually attained.
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rank of 2× 2 multiplication tensor

Theorem

Rank and border rank of 2× 2 multiplication tensor are both 7.

Theoretical proof by Landsberg (2006) with representation theory
techniques.
Computational proof by Hauenstein, Ikenmeyer, Landsberg (2013).
In this case the rank of general tensor of the same size is again 7.

In the 3× 3 case, the rank and the border rank of the matrix
multiplication tensor are not yet known.
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Bounds on border rank

Theorem (O-Landsberg 2012)

brk(M<n>) ≥ 2n2 − n.

Theorem (Landsberg-Micha lek 2016)

brk(M<n>) ≥ 2n2 − log2 n + 1.

For 3× 3 matrices, the state of the art is 16 ≤ brk(M〈3〉) ≤ 21,
the upper bound is due to Schönhage .
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Basic book references

Bürgisser, Clausen, Shokrollai, Algebraic Complexity
Theory, Springer, 1997

J.M. Landsberg, Tensors, Geometry and Applications,
AMS, 2012

J.M. Landsberg, Geometry and Complexity Theory,
Cambridge, 2017
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Not uniqueness

Matrix multiplication tensor is quite special.
One cannot expect a unique honest decomposition.
Indeed it is invariant by a big isotropy group, because

tr(ABC ) = tr
(
(G−1AH)(H−1BK )(K−1CG )

)
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Symmetric tensors and symmetric rank

A cubic symmetric tensor is t ∈ Sym3Mn. It is a homogeneous
cubic polynomial. t has symmetric rank r if t =

∑r
i=1 l

3
i and r is

minimal.
We write symrk(t) = r .

In the case of symmetric rank, the Segre variety X is replaced by
the Veronese variety.
Example symrk(2x3

0 + 6x0x
2
1 )

Comon conjecture claims that for symmetric tensors, the rank
equals the symmetric rank.

Comon Conjecture

If t is a symmetric tensor, then

rk(t) = symrk(t)

Shitov announced a counterexample, arXiv May 24, 2017.
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Symmetric version of matrix multiplication tensor.

Symmetrize M〈n〉 as sM〈n〉 ∈ Sym3M∨n defined by
sM〈n〉(A) = tr(A3). It is a cubic polynomial in n2 indeterminates.

Theorem (CHILO 2017)

(Chiantini-Hauenstein-Ikenmeyer-Landsberg-O)[Asymptotically, the
symmetric version works as well.]

ω = lim sup
n

[
logn symrk(sM〈n〉)

]
ω = lim sup

n

[
logn bsymrk(sM〈n〉)

]
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Sketch of proof

Sketch of Proof
≥ is easy

≤ For n × n matrices A, B, C consider the 3n × 3n matrix

X =

0 0 A
C 0 0
0 B 0

. Then, X 3 =

ABC 0 0
0 CAB 0
0 0 BCA


and tr(X 3) = 3tr(ABC ).
It follows rk(M〈n〉) ≤ rk(sM〈3n〉), hence the inequality ≤.
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Examples

For n = 2,

sM〈2〉 = tr(A3) = a3
0,0 + 3a0,0a0,1a1,0 + 3a0,1a1,0a1,1 + a3

1,1

= [trace(A)]︸ ︷︷ ︸
non tg hyperp.

·
[
trace2(A)− 3 det(A)

]︸ ︷︷ ︸
smooth quadric

has rk(sM〈2〉) = 6, bordrk(sM〈2〉) = 5 (B. Segre).

For n = 3,

sM〈3〉 = tr(A3) = a3
0,0 +3a0,0a0,1a1,0 +3a0,1a1,0a1,1 +a3

1,1 +3a0,0a0,2a2,0 +

3a0,1a1,2a2,0+3a0,2a1,0a2,1+3a1,1a1,2a2,1+3a0,2a2,0a2,2+3a1,2a2,1a2,2+a3
2,2

is irreducible, rk(sM〈3〉) ≤ 18, found numerically with Bertini.
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2× 2 case

Theorem (B. Segre)

brk(sM〈2〉) = 5, rk(sM〈2〉) = 6

A minimal Waring decomposition is given by
8sM〈2〉 = 8trace(A3) =

∑6
i=1(trace(A · Li ))3 with

L1 =

(
1 1
1 1

)
L2 =

(
1 −1
−1 1

)
L3 =

(
−1 1
−1 −1

)
L4 =

(
−1 −1
1 −1

)

L5 =

(
2 0
0 0

)
L6 =

(
0 0
0 2

)
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Sylvester Pentahedral in 2× 2 case

2× 2 case is instructive because general cubic in 4 variables has a
UNIQUE Waring decomposition with 5 summands, by Sylvester
Pentahedral Theorem.

Consider a family sM〈3,ε〉 such that sM〈3,0〉 = sM〈3〉 . For ε 6= 0 we
have five hyperplanes. When ε→ 0, the five hyperplanes converge
to the same hyperplane a00 + a11 = 0, corresponding to the
identity matrix.
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Group action

Appearance of identity matrix is not suprising because SL(n) acts
by conjugation
(G ,A) 7→ G−1AG and sM〈n〉 = tr(A3) is SL(n)-invariant
polynomial.

The identity is the unique zero dimensional orbit in P(Mn).
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3× 3 case

Theorem (CHILO, found numerically by Jon Hauenstein)

There is a Waring decomposition of sM〈3〉 with 19 summands,
found numerically, such that 15 of them have rank 2, the
remaining 4 of them are traceless. So rk(sM〈3〉) ≤ 19.

There is a Waring decomposition of sM〈3〉 with 18 summands,
found numerically, all 18 summands have rank 3.

Question

Is rk(sM〈3〉) = 18 ?
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Apolarity Lemma

Mn = End(V ) has coordinates aij ,

we have the ring Sym∗M∨n = C[a0,0, . . . , an−1,n−1],

and the dual ring Sym∗Mn = C[ ∂
∂a0,0

, . . . , ∂
∂an−1,n−1

].

Given f ∈ Sym∗M∨n , the apolar ideal is

f ⊥ := {D ∈ Sym∗Mn|D · f = 0}.

Lemma (Apolarity Lemma){
f =

∑r
i l

d
i

with Z = {l1, . . . , lr}
⇐⇒ IZ ⊂ f ⊥
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The role of A2

Theorem

Singular locus of hypersurface sM〈n〉(A) = trace(A3) is given by
{A|A2 = 0}.

Proof
(A,B) 7→ tr(ABt) is a nondegenerate pairing. trA3 = tr(A · A2).
The coefficients of A2 are the partial derivatives of sM〈n〉.
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Basic question reformulated

Basic question reformulated:

How grows the Waring rank of the cubic polynomial
sM〈n〉 = trace(A3) with n, where A is a n × n matrix ?
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Thanks Edoardo.

Thanks !!
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