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Abstract. We study two types of series over a real alternative ∗-algebra A. The
first type are series of the form

∑
n(x − y)·nan, where an and y belong to A and

(x − y)·n denotes the n–th power of x − y w.r.t. the usual product obtained by
requiring commutativity of the indeterminate x with the elements of A. In the
real and in the complex cases, the sums of power series define, respectively, the
real analytic and the holomorphic functions. In the quaternionic case, a series of
this type produces, in the interior of its set of convergence, a function belonging
to the recently introduced class of slice regular functions. We show that also in
the general setting of an alternative algebra A, the sum of a power series is a slice
regular function. We consider also a second type of series, the spherical series, where
the powers are replaced by a different sequence of slice regular polynomials. It is
known that on the quaternions, the set of convergence of these series is an open
set, a property not always valid in the case of power series. We characterize the
sets of convergence of this type of series for an arbitrary alternative ∗-algebra A.
In particular, we prove that these sets are always open in the quadratic cone of A.
Moreover, we show that every slice regular function has a spherical series expansion
at every point.

1. Introduction

In a non–commutative setting, the ring of polynomials is usually defined by fixing
the position of the coefficients w.r.t. the indeterminate x (for example on the right)
and by imposing commutativity of x with the coefficients when two polynomials are
multiplied together. In this way, one recovers some relevant results valid in the com-
mutative case, and new phenomena appear (see e.g. [10, Sect. 16]). We are interested

in polynomials over a real alternative algebra A, of the form p(x) =
∑d

n=0 x
nan, with

an ∈ A, or, more generally, of the type

p(x) =

d∑
n=0

(x− y)·nan

where an ∈ A, y ∈ A and (x− y)·n denotes the n–th power of x− y w.r.t. the product
described above, with the indeterminate x commuting with the elements of A. The
natural generalization of polynomials are power series of the form

(1) f(x) =

+∞∑
n=0

(x− y)·nan.

When A is R or C, power series produce respectively real analytic or holomorphic
functions on their disk of convergence. Then two questions immediately arise:
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Question: Which class of functions is obtained from power series of type (1)? And
where these series converge?

In the quaternionic case, the answer to these questions was given in [3]: the sum of
a series of type (1), in the interior of its set of convergence, is a slice regular function.
The theory of slice regularity on the quaternionic space was introduced by Gentili
and Struppa in [4, 5], and then it was generalized to Clifford algebras and alternative
∗-algebras in [1, 7, 8].

One critical aspect about quaternionic power series is that the set of convergence
can have an empty interior. As proved in [3], if y /∈ R, this set may reduce to a disk
centered at y contained in the complex “slice” of the quaternionic space H spanned
by the reals and by y. To avoid this difficulty, a new series expansion was introduced
in [12], where the powers (x − y)·n were replaced by another family of slice regular
polynomials of a quaternionic variable. The set of convergence of these series is always
an open subset of H and, moreover, every slice regular function has a series expansion
of this type near every point of its domain of definition.

In this paper we are able to answer to the aforementioned questions (also for spheri-
cal series) when A is a real alternative ∗-algebra, the more general setting where, using
the approach of [7, 8], the concept of slice regularity can be defined.

Fix a real alternative algebra A with unity 1 of finite dimension, equipped with a
real linear anti–involution a : A −→ A. We can then consider A as a real ∗-algebra.
For simplicity, given any element x of A, we will use the symbol xc to denote a(x).
Identify R with the subalgebra of A generated by 1.

For each element x of A, the trace of x is t(x) := x + xc ∈ A and the (squared)
norm of x is n(x) := xxc ∈ A.

Let d := dimRA. Choose a real vector base V = (v1, . . . , vd) of A and define the
norm ‖ · ‖V : A −→ R+ := {x ∈ R |x ≥ 0} by setting

(2) ‖x‖V :=
(∑d

k=1 x
2
k

)1/2
,

where x1, . . . , xd are the real coordinates of x w.r.t. V; that is, x =
∑d

k=1 xkvk. Ev-
idently, the topology on A induced by ‖ · ‖V does not depend on the chosen base V.
We call such a topology on A the euclidean topology on A.

We assume that A is equipped with a norm ‖ · ‖A satisfying the property: ‖x‖A =√
n(x) for each x ∈ QA. Since the real dimension of A is finite, the topology induced

by ‖ · ‖A on A coincides with the euclidean one.
We recall some definitions from [7] and [8].

Definition 1.1. The quadratic cone of A is the set

QA := R ∪ {x ∈ A | t(x) ∈ R, n(x) ∈ R, 4n(x) > t(x)2}.
We also set SA := {J ∈ QA | J2 = −1}. Elements of SA are called square roots of −1
in the algebra A. For each J ∈ SA, we will denote by CJ := 〈1, J〉 ' C the subalgebra
of A generated by J .

The quadratic cone is a real cone invariant w.r.t. translations along the real axis.
Moreover, it has two fundamental properties (cf. [8, Propositions 1 and 3]):

• QA coincides with the algebra A if and only if A is isomorphic to one of
the division algebras C,H or O with the usual conjugation mapping as anti-
involution.
• QA =

⋃
J∈SA CJ and CI ∩ CJ = R for every I, J ∈ SA, I 6= ±J . In particular,

every x ∈ QA can be written in a unique way as x = Re(x) + Im(x), where
Re(x) := (x + xc)/2 ∈ R and Im(x) := (x − xc)/2. Moreover, every nonzero
x ∈ QA has a multiplicative inverse x−1 = n(x)−1xc ∈ QA.
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Fix a non–empty open subset D of C, invariant under the complex conjugation
z = α+ iβ 7−→ z = α− iβ. Let ΩD be the subset of QA defined by:

ΩD := {x ∈ QA |x = α+ βJ, α, β ∈ R, α+ iβ ∈ D, J ∈ SA} .
A set of the form ΩD will be called circular. For simplicity, we assume ΩD connected.
This is equivalent to require either that D is connected if D∩R 6= ∅, or that D consists
of two connected components interchanged by the complex conjugation if D ∩ R 6= ∅.

Let AC = A⊗RC be the complexification of A. We will use the representation AC =
{w = x+ iy | x, y ∈ A}, with i2 = −1 and complex conjugation w = x+ iy = x− iy.
A function F : D −→ AC is called a stem function on D if it satisfies the condition
F (z) = F (z) for each z ∈ D. If F1, F2 : D −→ A are the A-valued components of
F = F1 + iF2, then such a condition is equivalent to require that F1(z) = F1(z) and
F2(z) = −F2(z) for each z ∈ D. We call F continuous if F1 and F2 are continuous.
We say that F is of class C 1 if F1 and F2 are of class C 1.

Definition 1.2. Any stem function F = F1 + iF2 : D −→ AC induces a (left) slice
function f = I(F ) : ΩD −→ A as follows: if x = α+βJ ∈ ΩD ∩CJ for some α, β ∈ R
and J ∈ SA, we set

f(x) := F1(z) + JF2(z) (z = α+ iβ).

We will denote by S0(ΩD, A) the real vector space of (left) slice functions on ΩD

induced by continuous stem functions and by S1(ΩD, A) the real vector space of slice
functions induced by stem functions of class C 1.

Let f = I(F ) ∈ S1(ΩD, A). Let us denote by ∂F/∂z : D −→ AC the stem function
on D defined by

∂F

∂z
:=

1

2

(
∂F

∂α
+ i

∂F

∂β

)
.

It induces the slice derivatives
∂f

∂x
:= I

(
∂F

∂z

)
and

∂f

∂xc
:= I

(
∂F

∂z

)
in S0(ΩD, A).

Definition 1.3. A slice function f ∈ S1(ΩD, A) is called slice regular if it holds:

∂f

∂xc
= 0 on ΩD

i.e. if f is induced by a holomorphic stem function F : D → AC. We denote by
SR(ΩD, A) the real vector space of all slice regular functions on ΩD.

In general, the pointwise product of two slice functions is not a slice function.
However, the pointwise product in the algebra A ⊗ C induces a natural product on
slice functions.

Definition 1.4. Let f = I(F ), g = I(G) be slice functions on ΩD. The slice product
of f and g is the slice function on ΩD

f · g := I(FG).

If f, g are slice regular, then also f ·g is slice regular. In general, (f ·g)(x) 6= f(x)g(x).
If the components F1, F2 of the first stem function F are real–valued, or if F and G
are both A–valued, then (f · g)(x) = f(x)g(x) for every x ∈ ΩD. In this case, we will
use also the notation fg in place of f · g.

Given y ∈ QA and n ∈ N, we denote by (x − y)·n the n-th power of the slice
function x−y w.r.t. the slice product. As an immediate consequence of the definitions,

polynomials of the form
∑d

n(x− y)·nan, with coefficients an in A, define slice regular
functions on QA. More generally, we are interested in power series

∑
n(x−y)·nan with

right coefficients in A. When y is real, then the slice power (x − y)·n coincides with
the usual power (x− y)n and the series converges on the intersection of an euclidean
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ball B(y,R) = {x ∈ A | ‖x‖A < R} with the quadratic cone. But when y ∈ QA \ R,
the convergence of the series reveals unexpected phenomena. As already seen in the
quaternionic case [3], the sets of convergence of series

∑
n(x− y)·nan may have empty

interior w.r.t. the euclidean topology of QA. To express more precisely this aspect, we
introduce a metric on QA, using the same approach of [3].

Let x, y ∈ QA with y = ξ + Jη for some ξ, η ∈ R and J ∈ SA. Define

σA(x, y) :=

{
‖x− y‖A if x ∈ CJ√
|Re(x)− Re(y)|2 + (‖ Im(x)‖A + ‖ Im(y)‖A)2 if x /∈ CJ .

The topology of QA induced by σA is finer than the euclidean one. If SA has no
isolated points, a σA–ball of radius r centered at y has empty interior if r ≤ | Im(y)|.
In Sect. 3 we show that the sets of convergence of series

∑
n(x − y)·nan are σA–balls

centered at y, and obtain a version of the Abel Theorem for these series. We also give
formulas for the coefficients of the expansion. We then show in Sect. 4 that when a
function is defined on an open subset of the quadratic cone, then its analyticity w.r.t.
the metric σA is equivalent to slice regularity.

Definition 1.5. Given a function f : U −→ A defined on a non–empty open subset U
of QA, we say that f is σA–analytic or power analytic, if, for each y ∈ U , there exists
a non–empty σA–ball Σ centered at y and contained in U , and a series

∑
n∈N(x−y)·nan

with coefficients in A, which converges to f(x) for each x ∈ Σ ∩ U .

The main result of Sect. 4 is the following.

Theorem 1.6. Let ΩD be connected and let f : ΩD −→ A be any function. The
following assertions hold.

(i) If D∩R = ∅, then f is a slice regular function if and only if f is a σA–analytic
slice function.

(ii) If D ∩R 6= ∅, then f is a slice regular function if and only if f is σA–analytic.

Sect. 4 contains also estimates for the coefficients of the power expansion of a slice
regular function and the expression of the remainder in integral form. These results
are new also in the quaternionic case.

Instead of using slice powers (x− y)·n, other classes of functions can be considered
for series expansions on the quadratic cone. A natural choice is given by the powers
of the characteristic polynomial ∆y(x) := (x − y) · (x − yc) of an element y of QA.
More precisely, for each m ∈ N we define, following [12], the slice regular polynomial
functions

Sy,2m(x) := ∆y(x)m, Sy,2m+1(x) := ∆y(x)m(x− y).

Differently from (slice) power series, series of type
∑

n∈N Sy,n(x)sn have convergence
sets that are always open w.r.t. the euclidean topology. More precisely, these sets
are related to a pseudo–metric defined on the quadratic cone, called Cassini pseudo–
metric. If x and y are points of QA, then we set, in analogy with [12],

uA(x, y) :=
√
‖∆y(x)‖A.

The function uA turns out to be a pseudo–metric on QA, whose induced topology is
strictly coarser than the euclidean one. In Sect. 3 we show that the sets of convergence
of series

∑
n∈N Sy,n(x)sn are uA–balls centered at y. We also give the corresponding

Abel Theorem and formulas for computing the coefficients of the expansion, which are
new also in the quaternionic case.

Definition 1.7. Given a function f : V −→ A from a non–empty circular open
subset V of QA into A, we say that f is uA–analytic or spherically analytic, if, for
each y ∈ V , there exists a non–empty uA–ball U centered at y and contained in V ,
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and a series
∑

n∈N Sy,n(x)sn with coefficients in A, which converges to f(x) for each
x ∈ U ∩ V .

In the quaternionic case [12], spherically analytic functions were called symmetrically
analytic. We finally show in Sect. 5 that a function is spherically analytic on a circular
domain if, and only if, it is slice regular therein.

Theorem 1.8. Let ΩD be connected and let f : ΩD −→ A be any function. The
following assertions hold.

(i) If D ∩ R = ∅, then f is a slice regular function if and only if f is slice and
spherically analytic.

(ii) If D ∩ R 6= ∅, then f is a slice regular function if and only if f is spherically
analytic.

Sect. 5 contains also estimates for the coefficients of the spherical expansion of a
slice regular function and the integral expression of the remainder, with the related
estimate in terms of the pseudo–metric uA. The estimates, the integral expression of
the remainder and point (i) of Theorem 1.8, are new also in the quaternionic case.

2. Preliminary results

The Cullen derivative. In Definition 2.1 of [4], Gentili and Struppa introduced
the notion of Cullen derivative ∂Cf of a slice regular function f on a domain of the
quaternionic space H (see also Definition 2.2 of [5]). The same definition can be given
on a subdomain ΩD of the quadratic cone of an alternative ∗-algebra. Moreover, on
ΩD \ R, the definition can be extended to any real differentiable function.

Given J ∈ SA and f ∈ S0(ΩD, A), we denote by ΦJ : C −→ QA and fJ : D −→ A
the functions defined by setting

(3) ΦJ(α+ iβ) := α+ Jβ and fJ(z) := f(ΦJ(z)) .

Lemma 2.1. Let f ∈ S1(ΩD, A) and let J ∈ SA. Then, for each w ∈ D, it holds:

(4)
∂f

∂x
(ΦJ(w)) =

∂fJ
∂z

(w) and
∂f

∂xc
(ΦJ(w)) =

∂fJ
∂z

(w) ,

where ∂/∂z := (1/2)(∂/∂α− J · ∂/∂β) and ∂/∂z := (1/2)(∂/∂α+ J · ∂/∂β). Further-
more, if f ∈ S∞(ΩD, A) and n ∈ N, then

(5)
∂nf

∂xn
(ΦJ(w)) =

∂nfJ
∂zn

(w).

Proof. Let F = F1 + iF2 : D −→ A⊗ C be the stem function of class C 1 inducing f ,
let w ∈ D and let y := ΦJ(w). Let ∂α and ∂β denote ∂/∂α and ∂/∂β, respectively.
Since 2 ∂F/∂z = (∂αF1 + ∂βF2) + i(∂αF2 − ∂βF1) and fJ = F1 + JF2, we have:

2
∂f

∂x
(y) = 2 I

(
∂F

∂z

)
(y) = (∂αF1(w) + ∂βF2(w)) + J (∂αF2(w)− ∂βF1(w)) =

= (∂αF1(w) + J∂αF2(w))− J (∂βF1(w) + J∂βF2(w)) =

= (∂αfJ − J∂βfJ) (w) = 2
∂fJ
∂z

(w).

Similarly, one can prove that (∂f/∂xc)(y) = (∂fJ/∂z)(w) and for every f ∈ S∞(ΩD, A),
(∂nf/∂xn)(y) = (∂nfJ/∂z

n)(w). �

At a point y = ΦJ(w) ∈ ΩD \R, the Cullen derivative of a slice function f is defined
as (∂fJ/∂z)(w). Therefore the slice derivative ∂f/∂x coincides with ∂Cf on ΩD \ R.
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The splitting property. Suppose SA 6= ∅. Since the elements of SA are square
roots of −1, the left multiplications by such elements are complex structures on A. In
particular, it follows that the real dimension of A is even and positive. Let h be the
non-negative integer such that d = dimRA = 2h+ 2.

Definition 2.2. We say that A has the splitting property if, for each J ∈ SA, there
exist J1, . . . , Jh ∈ A such that (1, J, J1, JJ1, . . . , Jh, JJh) is a real vector base of A,
called a splitting base of A associated with J .

The following result ensures that every real alternative algebra we are considering
has this property.

Lemma 2.3. Every real alternative algebra of finite dimension with unity, equipped
with an anti-involution such that SA 6= ∅, has the splitting property.

Proof. Let J ∈ SA. Denote by AJ the complex vector space defined on A by the left
multiplication by J and let h+ 1 = dimCAJ . Any complex basis (1, J1, . . . , Jh) of AJ
defines a real basis (1, J, J1, JJ1, . . . , Jh, JJh) of A. �

We have the following general splitting lemma.

Lemma 2.4. Let f ∈ SR(ΩD, A), let J ∈ SA, let (1, J, J1, JJ1, . . . , Jh, JJh) be a
splitting base of A associated with J and let f1,0, f2,0, . . . , f1,h, f2,h be the functions

in C 1(D,R) such that fJ =
∑h

`=0(f1,`J` + f2,`JJ`), where J0 := 1. Then, for each
` ∈ {0, 1, . . . , h}, f1,` and f2,` satisfy the following Cauchy–Riemann equations:

∂f1,`
∂α

=
∂f2,`
∂β

and
∂f1,`
∂β

= −
∂f2,`
∂α

.

Proof. Let w ∈ D and let y := ΦJ(w). By Lemma 2.1, we have that (∂f/∂xc)(y) =
(∂f/∂z)(w). Since (∂f/∂xc)(y) = 0, we infer that

0 = 2 (∂f/∂z)(w) =
(
∂α + J∂β

)
fJ(w) =

∑h
`=0

(
(∂αf1,`(w))J` + (∂αf2,`(w))JJ`

)
+

+ J
∑h

`=0

(
(∂βf1,`(w))J` + (∂βf2,`(w))JJ`

)
=

=
∑h

`=0

(
(∂αf1,`(w)− ∂βf2,`(w))J` + (∂βf1,`(w) + ∂αf2,`(w))JJ`

)
,

where ∂α and ∂β denote ∂/∂α and ∂/∂β, respectively. It follows that ∂αf1,`(w) =
∂βf2,`(w) and ∂βf1,`(w) = −∂αf2,`(w), as desired. �

Remark 2.5. An immediate consequence of the previous Lemma is that, given a
sequence {fn}n∈N of slice regular functions on ΩD, uniformly convergent on compact
subsets of ΩD, the limit of the sequence is slice regular on ΩD.

The norm ‖ · ‖A. We recall that we are assuming that A is equipped with a norm
‖ · ‖A having the following property:

(6) ‖x‖A =
√
n(x) for each x ∈ QA .

Note that for each J ∈ SA and each z ∈ C, it holds ‖ΦJ(z)‖ = |z|, since ΦJ(z) ∈ QA.

Lemma 2.6. Let A be a real alternative algebra of finite dimension with unity, equipped
with an anti–involution a and with the euclidean topology. Suppose that SA 6= ∅ and
there exists a norm ‖ · ‖A on A satisfying (6). Then there exists a positive real con-
stant H = H(a, ‖ · ‖A), depending only on a and on ‖ · ‖A, with the following property:
for each J ∈ SA, it is possible to find a splitting base BJ = (1, J, J1, JJ1, . . . , Jh, JJh)
of A associated with J such that ‖J`‖A = 1 for each ` ∈ {1 . . . , h} and ‖x‖BJ

≤ H ‖x‖A
for each x ∈ A.
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Proof. Let B be the set of all real vector bases of A and let V = (v1, . . . , vd) ∈ B.
Since the norm ‖ · ‖A is continuous and the set SV := {x ∈ A | ‖x‖V = 1} is compact,
we have that ‖ · ‖A assumes positive minimum on SV . Define:

m(V, ‖ · ‖A) :=
(

minx∈SV ‖x‖A
)−1

> 0 .

By homogeneity, we infer at once that

(7) ‖x‖V ≤ m(V, ‖ · ‖A) ‖x‖A for each x ∈ A .
Since a is continuous, the trace t and the squared norm n are continuous as well. By
Proposition 1 of [8], we have that SA = t−1(0) ∩ n−1(1). On the other hand, by (6),
SA is contained in the compact subset SA := {x ∈ A | ‖x‖A = 1} of A. In this way, we
infer that SA is compact as well, because it is closed in A and contained in SA.

Denote by S the set of all continuous maps J : SA −→ ShA such that, for each
J ∈ SA, the d–uple B(J , J) := (1, J, J1(J), J ·J1(J), . . . , Jh(J), J ·Jh(J)) is a splitting
base of A associated with J , where (J1(J), . . . , Jh(J)) = J (J). We show that S 6= ∅.
For every fixed J ∈ SA, let (1, J, J1(J), J ·J1(J), . . . , Jh(J), J ·Jh(J) be a splitting base
of A associated with J . Denote by AJ the complex vector space defined on A by the
left multiplication by J . By continuity, for every J ′ ∈ SA sufficiently close to J , the
set (1, J ′, J1, J

′J1, . . . , Jh, J
′Jh) is still a R–basis of A, and therefore (1, J1, . . . , Jh) is a

C–basis of AJ ′ . This means that, locally near J , we can define the map J : SA −→ ShA
as the constant mapping J ′ 7→ (J1, . . . , Jh) after normalization w.r.t. ‖·‖A. A partition
of unity argument allows to conclude that S 6= ∅.

Let J = (J1, . . . , Jh) ∈ S and let M(V,J ) : SA −→ Rd×d be the continuous map,
sending J into the real d × d matrix M(V,J )(J) having as coefficients of the jth-
column the coordinates of vj w.r.t. J (J). Let ‖ · ‖2 denote the L2 matrix norm and
define:

M(V,J , a) := max
SA
‖M(V,J )(J)‖2 > 0 .

Let J ∈ SA and let x ∈ A. Denote by x and y the column vectors of the coordinates of
x w.r.t. the bases V and BJ (J), respectively. Since y = M(V,J )(J) · x, we infer that

(8) ‖x‖BJ (J)
≤M(V,J , a)‖x‖V .

By combining (7) with (8), we obtain that

‖x‖BJ (J)
≤M(V,J , a) ·m(V, ‖ · ‖A) · ‖x‖A

for each J ∈ SA and for each x ∈ A. In particular, taking x = J we get that
M(V,J , a) ·m(V, ‖ · ‖A) ≥ 1. Now it suffices to define H(a, ‖ · ‖A) as follows:

H(a, ‖ · ‖A) := 2

(
inf

V∈B,J∈S
M(V,J , a) ·m(V, ‖ · ‖A)

)
> 0.

The proof is complete. �

Remark 2.7. If A = H or O, with xc = x̄ the usual conjugation and ‖x‖A =
√
xx̄

the euclidean norm of R4 and R8, respectively, the constant H in the previous Lemma
can be taken equal to 1. Given J ∈ SA, there exists an orthonormal splitting basis BJ

obtained by completing the set {1, J} to a orthonormal basis. Therefore ‖x‖BJ
= ‖x‖A

for every x ∈ A.
If A is the real Clifford algebra Rn with signature (0, n), with xc the Clifford con-

jugation, there are (at least) two norms satisfying condition (6): the euclidean norm
induced by R2n and the Clifford operator norm, as defined in [9, (7.20)].

Given an element a of A and a sequence {an}n∈N in A, we will write a =
∑

n∈N an
meaning that the series

∑
n∈N an converges to a in A. This is equivalent to say that

limn→+∞ ‖a−
∑n

k=0 ak‖A = 0. The reader observes that, being the real dimension of
A finite, the topology induced by ‖ · ‖A on A coincides with the euclidean one.
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The metric σA on QA. The definition of the metric σ on H given in [3] can be
mimicked to define the following function σA : QA ×QA −→ R+. Let x, y ∈ QA with
y = ξ + Jη for some ξ, η ∈ R and J ∈ SA. Define

σA(x, y) :=

{
‖x− y‖A if x ∈ CJ√
|Re(x)− Re(y)|2 + (‖ Im(x)‖A + ‖ Im(y)‖A)2 if x /∈ CJ

Evidently, σH coincides with σ. Let α, β ∈ R and I ∈ SA such that x = α+ Iβ. Define
z := α+ iβ and w := ξ + iη. Proceeding as in the proof of Lemma 1 of [3], we obtain:

(9) σA(x, y) =

{
|z − w| if x ∈ CJ
max{|z − w|, |z − w|} if x /∈ CJ

Furthermore, by using (9) exactly as in Section 3 of [3], we see that σA is a metric on
QA.

Let r ∈ R+ and let ΣA(y, r) be the σA–ball of QA centered at y of radius r; that is,
ΣA(y, r) := {p ∈ QA |σA(p, y) < r}. Observe that the subset of C consisting of points
z such that max{|z − w|, |z − w|} < r is equal to the intersection B(w, r) ∩ B(w, r),
where B(w, r) is the open ball of C centered at w of radius r. In this way, if we define,
for J ∈ SA such that y ∈ CJ ,

(10) BJ(y, r) := {p ∈ CJ | ‖p− y‖A < r}

and

(11) Ω(y, r) as the circularization of B(w, r) ∩B(w, r),

then we obtain that

(12) ΣA(y, r) = BJ(y, r) ∪ Ω(y, r).

On the reduced quaternions R + iR + jR, such a decomposition of ΣA(y, r) can be
concretely visualized: see Figure 2 of [3].

Let us prove that ‖x − y‖A ≤ σA(x, y). If x ∈ CJ , then ‖x − y‖A = σA(x, y).
Suppose x 6∈ CJ and hence x, y 6∈ R. Up to replace I with −I and J with −J , we
may assume that β and η are positive. In this way, by (9), we have that σA(x, y) =
|z−w|. Denote by p the real number aligned with z and w. By combining the equality
σA(x, y) = |z − p|+ |p− w| and (6), we infer that

‖x− y‖A ≤ ‖x− p‖A + ‖p− y‖A = |z − p|+ |p− w| = |z − p|+ |p− w| = σA(x, y),

as desired. It follows that the topology of QA induced by σA is finer than the euclidean
one. Thanks to (12), they coincide if and only if SA is discrete w.r.t. the euclidean
topology.

The Cassini pseudo-metric uA on QA. For each w ∈ C, denote by ∆w : C −→ C
the polynomial function defined by setting

∆w(z) := (z − w)(z − w) = z2 − z(w + w) + ww.

Let u : C× C −→ R+ be the function defined as follows:

u(z, w) :=
√
|∆w(z)|.

Let r ∈ R+ and let U(w, r) := {z ∈ C |u(z, w) < r}. The boundaries of the u–balls
U(w, r) are Cassini ovals for w /∈ R and circles for w ∈ R.

Define C+ := {α+ iβ ∈ C |β ≥ 0}.

Lemma 2.8. The function u is a pseudo–metric on C and its restriction on C+×C+

is a metric on C+.
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Proof. Firstly, observe that u(z, w) = u(z, w) and u(z, w) = 0 if and only if z ∈ {w,w}.
Secondly, the function u is symmetric: |∆w(z)| = |z − w||z − w| = |w − z||w − z| =
|∆z(w)|. In order to prove the triangle inequality, assume that z, w, y ∈ C+ and let
α := |z − w|, β = |z − y|, γ := |w − y|. Then α ≤ α′ := |z − w|, β ≤ β′ := |z − y|,
γ ≤ γ′ := |y − w|. Assume that β + γ′ ≤ β′ + γ (otherwise swap z and w). Since
α = |z − w| ≤ |z − y|+ |y − w| = β + γ and α′ = |z − w| ≤ |z − y|+ |y − w| = β + γ′,
we get

αα′ ≤ (β + γ)(β + γ′) = β(β + γ′) + βγ + γγ′ ≤ β(β′ + γ) + βγ + γγ′

≤ ββ′ + 2
√
ββ′γγ′ + γγ′ = (

√
ββ′ +

√
γγ′)2 .

Therefore
√
|∆w(z)| =

√
αα′ ≤

√
ββ′ +

√
γγ′ =

√
|∆y(z)|+

√
|∆w(y)|. �

It is important to observe that, for every z, w ∈ C, it holds:

(13)
√
|∆w(z)|+ | Im(w)|2 − | Im(w)| ≤ |z − w| ≤

√
|∆w(z)|+ | Im(w)|2 + | Im(w)|.

In fact, if |z − w| >
√
|∆w(z)|+ | Im(w)|2 + | Im(w)|, then

|z − w| ≥ |z − w| − |2 Im(w)| >
√
|∆w(z)|+ | Im(w)|2 − | Im(w)|

and hence |∆w(z)| = |z − w||z − w| > |∆w(z)|, which is impossible. The inequality√
|∆w(z)|+ | Im(w)|2 − | Im(w)| ≤ |z − w| can be proved in a similar way. A gener-

alized version of this argument was employed in [12] (see Lemma 2.3) to prove the
quaternionic version of the preceding inequalities.

Definition 2.9. Let uA : QA × QA −→ R+ be the function defined as follows. If
x = α + Iβ and y = ξ + Jη are points of QA with α, β, ξ, η ∈ R and I, J ∈ SA, then
we set

uA(x, y) := u(z, w),

where z := α+ iβ and w := ξ + iη.

Thanks to Lemma 2.8, uA is symmetric w.r.t. x and y, and it satisfies the triangle
inequality. Furthermore, uA(x, y) = 0 if and only if Sx = Sy. In conclusion, it turns
out that uA is a pseudo–metric on QA, which will be called the Cassini pseudo–metric
on QA.

Denote by UA(y, r) the uA–ball of QA centered at y of radius r; that is, UA(y, r) :=
{x ∈ QA | uA(x, y) < r}. By definition of uA, it follows immediately that UA(y, r) is
the circularization of U(w, r). As a consequence, the topology on QA induced by uA
is strictly coarser than the euclidean one. It is worth mentioning that uA(x, y) can be
computed by a quite explicit formula. As usual, we denote by ∆y : QA −→ QA the
characteristic polynomial of y:

∆y(x) := x2 − xt(y) + n(y).

Note that ∆y takes values in the quadratic cone, since x ∈ CI implies that ∆y(x) ∈
CI ⊂ QA. If x = α+ Iβ, y = ξ + Jη, z = α+ iβ and w = ξ + iη as above, then

∆y(x) = (α+ Iβ)2 − (α+ Iβ)(2 ξ) + (ξ2 + η2) =

= (α+ Iβ)2 − (α+ Iβ)(w + w) + ww =

= Re(∆w(z)) + I · Im(∆w(z))(14)

and hence, by (6), we have that

(15) ‖∆y(x)‖A = |∆w(z)|.
In this way, uA can be expressed explicitly as follows:

(16) uA(x, y) =
√
‖∆y(x)‖A.
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3. Abel Theorem for power and spherical series

3.1. Radii of σA- and of uA-convergence. Let SA := {x ∈ A | ‖x‖A = 1}. The set
SA is compact, and the same is true for the set

SA ∩QA = {α+ βJ ∈ A | α, β ∈ R, α2 + β2 = 1, J ∈ SA}.
Thanks to this fact, we can define the positive real constants cA and CA as follows:

cA := min
x,z∈SA∩QA,y∈SA

‖(xy)z‖A, CA := max
x,y∈SA

‖xy‖A.

It follows immediately that

cA‖x‖A‖y‖A ≤ ‖xy‖A ∀x, y ∈ A such that x ∈ QA or y ∈ QA,
‖xy‖A ≤ CA‖x‖A‖y‖A ∀x, y ∈ A.(17)

Given y ∈ A and n ∈ N, we denote by (x− y)·n the value at x of the slice function
on QA induced by the stem function (z − y)n; that is, (x − y)·n := I((z − y)n)(x).
Note that the slice function (x−y)·n coincides with the power (x−y)∗n w.r.t. the star
product of power series (cf. [2] for the quaternionic case).

Proposition 3.1. Let y ∈ QA. The following two statements hold:

(i) For each x ∈ QA and for each n ∈ N, we have:

(18) ‖(x− y)·n‖A ≤ CA(1 + CA)σA(x, y)n.

Furthermore, it holds:

(19) lim
n→+∞

(
‖(x− y)·n‖A

)1/n
= σA(x, y) .

(ii) For each x ∈ QA, we have:

(20) ‖x− y‖A ≤ CA(1 + CA)
(
uA(x, y) + 2 ‖ Im(y)‖A

)
.

Proof. Let x = α + Iβ and y = ξ + Jη for some α, β, ξ, η ∈ R with β, η > 0 and
I, J ∈ SA. Define z := α+ iβ, w := ξ + iη and zJ := α+ Jβ. Let n ∈ N. By applying
the representation formula for slice functions to (x−y)·n (see Proposition 6 of [8]), we
obtain:

(x− y)·n =
1

2

(
(zJ − y)n + (zcJ − y)n

)
− 1

2
I
(
J(zJ − y)n − J(zcJ − y)n

)
.

We recall Artin’s theorem for alternative algebras: the subalgebra generated by two
elements is always associative. Since (zJ − y)n and (zcJ − y)n belongs to CJ , Artin’s
theorem implies that

I
(
J(zJ − y)n

)
= (IJ)(zJ − y)n and I

(
J(zcJ − y)n

)
= (IJ)(zcJ − y)n.

In this way, we have that

(21) (x− y)·n =
1− IJ

2
(zJ − y)n +

1 + IJ

2
(zcJ − y)n.

Thanks to (6), we have that ‖zJ − y‖A = |z − w| and ‖zcJ − y‖A = |z − w| = |z − w|.
By combining the latter equalities with (17) and (21), we obtain that

‖(x− y)·n‖A ≤CA
∥∥∥∥1− IJ

2

∥∥∥∥
A

|z − w|n + CA

∥∥∥∥1 + IJ

2

∥∥∥∥
A

|z − w|n ≤

≤CA
1 + CA

2

(
|z − w|n + |z − w|n

)
(22)

and hence ‖(x− y)·n‖A ≤ CA(1 + CA)σA(x, y)n, as desired. This proves (18).
Let us show (19). If x ∈ CJ , then ‖(x − y)·n‖A = σA(x, y)n and hence (19) holds.

Let x 6∈ CJ . Suppose |z −w| < |z −w|. Since |z −w| 6= 0, zcJ − y belongs to CJ \ {0}.
In particular, it is invertible in CJ (and hence in A). Define Q := (zJ − y)(zcJ − y)−1.
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Observe that Q ∈ CJ , ‖Q‖A = |z − w||z − w|−1 < 1 and ‖Qn‖A = ‖Q‖nA for each
n ∈ N. In particular, it holds:

(23) lim
n→+∞

‖Qn‖A = 0.

By using Artin’s theorem again, we obtain that(
(IJ)Qn

)
(zcJ − y)n = (IJ)

(
Qn(zcJ − y)n

)
= (IJ)(zJ − y)n

and hence, thanks to (21), we have:

(24) (x− y)·n =

(
IJ + 1

2
− IJ − 1

2
Qn
)

(zcJ − y)n.

For each n ∈ N, define M+
n ,M

−
n ∈ R+ as follows:

M±n :=
1

2

∣∣‖IJ + 1‖A ± ‖(IJ − 1)Qn‖A
∣∣.

Points (17) and (24) ensures that

cAM
−
n |z − w|n ≤ ‖(x− y)·n‖A ≤ CAM+

n |z − w|n.
Since I 6= J , ‖IJ + 1‖A 6= 0 and hence (23) implies that limn→+∞(M±n )1/n = 1.

It follows that limn→+∞ ‖(x − y)·n‖1/nA = |z − w| = σA(x, y). In the case in which
|z − w| > |z − w|, the proof of (19) is similar.

It remains to prove (ii). By (13), it follows that

max{|z − w|, |z − w|} ≤
√
|∆w(z)|+ 2| Im(w)| = uA(x, y) + 2 ‖ Im(y)‖A.

By combining inequality (22) with n = 1 and the preceding one, we infer at once
(20). �

Given y ∈ QA, we define, following [12], the family of slice regular polynomial
functions {Sy,n : QA −→ A}n∈N:

Sy,2m(x) := ∆y(x)m = I(∆y(z)
m), Sy,2m+1(x) := ∆y(x)m(x−y) = I(∆y(z)

m(z−y))

for each m ∈ N.

Lemma 3.2. For each x, y ∈ QA, it holds:

(25) lim
n→+∞

‖Sy,n(x)‖1/nA = uA(x, y).

Proof. If x = y, then the statement is evident. Suppose x 6= y. Write x and y as
follows: x = α + Iβ and y = ξ + Jη with α, β, ξ, η ∈ R and I, J ∈ SA. Define
z := α+ iβ and w := ξ + iη. Let m ∈ N. By (14), we have that

∆y(x)m = Re(∆w(z)m) + I · Im(∆w(z)m).

Bearing in mind (6) and (15), we infer that

‖∆y(x)m‖A =

√
(Re(∆w(z)m))2 + (Im(∆w(z)m))2 = |∆w(z)m| = |∆w(z)|m = ‖∆y(x)‖mA .

In particular, the limit limm→+∞(‖Sy,2m(x)‖A
)1/2m

is equal to
√
‖∆y(x)‖A, which in

turn coincides with uA(x, y) by (16). Moreover, by (17) we know that

cA‖∆y(x)‖mA ‖x− y‖A ≤ ‖Sy,2m+1(x)‖A ≤ CA‖∆y(x)‖mA ‖x− y‖A
and hence

lim
m→+∞

(‖Sy,2m+1(x)‖A
)1/(2m+1)

= lim
m→+∞

‖∆y(x)‖m/(2m+1)
A ‖x− y‖1/(2m+1)

A =

=
√
‖∆y(x)‖A = uA(x, y).

This completes the proof. �
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3.2. Abel Theorem. If S is a subset of QA, then we denote by clos(S) the closure
of S in QA.

Theorem 3.3. Let y ∈ QA, let {an}n∈N be a sequence in A and let R ∈ R+ ∪ {+∞}
defined by setting

lim sup
n→+∞

(
‖an‖A

)1/n
=

1

R
.

Then the following two statements hold:

(i) The power series P(x) =
∑

n∈N(x−y)·nan converges totally on compact subsets
of QA contained in ΣA(y,R). If {an}n∈N ⊂ QA, then P does not converge on
QA \ clos

(
ΣA(y,R)

)
. We call R the σA–radius of convergence of P.

(ii) The spherical series S(x) =
∑

n∈N Sy,n(x)an converges totally on compact sub-
sets of QA contained in UA(y,R). If {an}n∈N ⊂ QA, then S does not converge
on QA \ clos

(
U(y,R)

)
. We call R the uA–radius of convergence of S.

Proof. Thanks to Proposition 3.1, the proof is quite standard. We will prove the
theorem only in the case in which R ∈ R+, R 6= 0. The proof in the remaining case
R ∈ {0,+∞} is similar.

Let L be a compact subset ofQA contained in ΣA(y,R) and let r := supx∈L σA(x, y).
Then r < R. By combining (17) and (18) with the definition of R, we obtain that∑

n∈N
sup
x∈L
‖(x− y)·nan‖A ≤CA

∑
n∈N

(
sup
x∈L
‖(x− y)·n‖A

)
‖an‖A ≤

≤ (CA)2(CA + 1)
∑
n∈N

rn‖an‖A < +∞.

It follows that P is totally convergent on compact subsets of QA contained in ΣA(y,R).
Proceeding similarly, but using (20) instead of (18), we obtain also that S is totally
convergent on compact subsets of QA contained in UA(y,R).

Let now x ∈ QA \ clos
(
ΣA(y,R)

)
and let s := σA(x, y) > R. By (17) and (19), we

have that

lim sup
n→+∞

(
‖(x− y)·nan‖A

)1/n ≥ lim sup
n→+∞

(
cA‖(x− y)·n‖A‖an‖A

)1/n
=

s

R
> 1

and hence P(x) does not converge. Proceeding similarly, but using (25) instead of
(19), we obtain also that S(x) does not converge for each x ∈ QA \ clos(UA(y,R)). �

In the quaternionic case, the previous result was proved in [3] and [12]. If A is the
Clifford algebra Rn, then the quadratic cone contains the space Rn+1 of paravectors.
We then obtain the radii of convergence of power and spherical series with paravector
coefficients. If not all of the coefficients an belong to the quadratic cone, then the diver-
gence of the series centered at y ∈ CJ is assured only at points x ∈ CJ \clos

(
ΣA(y,R)

)
.

Corollary 3.4. Let y ∈ QA, let {an}n∈N be a sequence in A and let R ∈ R+ defined
by setting

lim sup
n→+∞

(
‖an‖A

)1/n
=

1

R
.

Assume that R > 0. Then the following two statements hold:

(i) If Ω(y,R) 6= ∅, then the power series P(x) =
∑

n∈N(x − y)·nan defines a slice
regular function on Ω(y,R).

(ii) The spherical series S =
∑

n∈N Sy,nan defines a slice regular function on
UA(y,R).
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Proof. Let y = ξ+Jη with ξ, η ∈ R and J ∈ SA. Let w = ξ+iη. The power series P(x)
is the uniform limit on the open set Ω(y,R) of the sequence of slice regular polynomials

induced by the stem functions
∑N

n=0(z− y)nan, N ∈ N. Similarly, the spherical series
S(x) is the uniform limit of slice regular polynomials. The thesis is a consequence of
Remark 2.5. �

3.3. Coefficients of power and spherical series. In the next result, we will show
how to compute the coefficients of a power series by means of the Cullen derivatives
of the function defined by the series itself. The result is similar to the one valid in the
complex variable case. We consider only series centered at points y ∈ QA \R, since if
y is real, then a power series w.r.t. the slice product coincides with a standard power
series.

Proposition 3.5. Let y ∈ QA \ R and let P : ΣA(y,R) −→ A be a function defined
by a power series P(x) =

∑
n∈N(x − y)·nan centered at y with positive σA–radius of

convergence. Then it holds, for each n ∈ N,

an =
1

n!
∂nCP(y).

Proof. Since P(x) = limN→∞ I(
∑N

n=0(z − y)nan) and ∂Cf(y) =
∂f

∂x
(y) for every slice

function f , the result follows from
∂

∂z
(z − y)n = n(z − y)n−1 for all n ∈ N. �

In order to compute the coefficients of a spherical series in terms of the slice regular
function defined by the spherical series itself, we need some preparations. For each
t ∈ R+, let btc := max{n ∈ N |n ≤ t}. For each n, ` ∈ N, we define en` ∈ N by setting

en` :=


(

k
m−k

)
if (n, `) = (2m, 2k) or (n, `) = (2m+ 1, 2k)(

k
m−k−1

)
if (n, `) = (2m, 2k + 1)

−
(
k+1
m−k

)
if (n, `) = (2m+ 1, 2k + 1),

where
(
a
b

)
= 0 if b < 0 or b > a. It is immediate to verify that

(26) en` = 0 if ` < bn/2c or ` > n, and enn = (−1)n for each n ∈ N.

In particular, e = (en`)n,`∈N is an infinite lower triangular matrix, which diagonal
coefficients equal to 1. We call e spherical matrix. The structure of e is easy to
visualize:

e =



1 0 0 0 0 0 0 · · ·
e10 −1 0 0 0 0 0 · · ·
0 e21 1 0 0 0 0 · · ·
0 e31 e32 −1 0 0 0 · · ·
0 0 e42 e43 1 0 0 · · ·
0 0 e52 e53 e54 −1 0 · · ·
0 0 0 e63 e64 e65 1 · · ·
...

...
...

...
...

...
...

. . .


Given n ∈ N and E = (E0, E1, . . . , En) ∈ An+1, we denote by en the (n + 1) × n
matrix obtained by extracting the first n+ 1 rows and the first n columns from e, and
by (en|E) the (n + 1) × (n + 1) matrix, whose first n columns are the columns of en
and whose last column is equal to E. The reader observes that, since the en`’s are
integers, the determinant det(en|E) of (en|E) can be defined in the usual way, without
ambiguity.



14 RICCARDO GHILONI AND ALESSANDRO PEROTTI

In the next result, we will show how to compute the coefficients of a spherical series
by means of the slice derivatives of the sum of the series itself. Observe that if y is
real, a spherical series coincides with a standard power series.

Theorem 3.6. Let y ∈ QA \ R and let S : UA(y,R) −→ A be a slice regular function
defined by a spherical series S(x) =

∑
n∈N Sy,n(x)sn centered at y with positive uA–

radius of convergence R. The following assertions hold.

(i) For each n ∈ N, define En ∈ A by setting

(27) En :=

{
1
m! (2 Im(y))m ∂m

∂xm S(y) if n = 2m
1
m! (−2 Im(y))m ∂m

∂xm S(yc) if n = 2m+ 1.

Denote by E and s the infinite vectors (En)n∈N and
(
(2 Im(y))nsn

)
n∈N in AN,

respectively. Then s is the unique solution of the following infinite lower tri-
angular linear system:

(28) e · s = E.

In other words, for each n ∈ N, it holds:

(29) sn = (−2 Im(y))−n det(en|En),

where En is the column vector (E0, E1, . . . , En). In particular, the coefficients
{sn}n of S are uniquely determined by the derivatives {(∂nS/∂xn)(y)}n and
{(∂nS/∂xn)(yc)}n.

(ii) For each n ∈ N, we have:

(30)
1

n!

∂n

∂xn
S(y) = (2 Im(y))−n

2n∑
`=n

e2n,`(2 Im(y))`s`.

In order to prove this result, we need two preliminary lemmas. For a fixed y ∈ C\R
and z ∈ C, let Sy,2m(z) := ∆y(z)

m and Sy,2m+1(z) := ∆y(z)
m(z − y).

Lemma 3.7. For each n, ` ∈ N, it holds:

(31)
∂n

∂zn
Sy,`(y) = n! e2n,`(2 Im(y))`−n

and

(32)
∂n

∂zn
Sy,`(y) = n! (−1)`e2n+1,`(−2 Im(y))`−n

Proof. First, suppose ` = 2k for some k ∈ N. Since Sy,2k(z) = (z − y)k(z − y)k, it
holds:

∂n

∂zn
Sy,`(z) =

n∑
m=0

(
n

m

)
∂m

∂zm
(
(z − y)k

) ∂n−m
∂zn−m

(
(z − y)k

)
=

=
n∑

m=0

(
n

m

)
k(k − 1) · · · (k −m+ 1)(z − y)k−mk(k − 1) · · · (k − n+m+ 1)(z − y)k−n+m.

It follows that, if (∂nSy,`/∂z
n)(y) 6= 0, then k ≤ n and k − n + k ≥ 0; that is,

k ≤ n ≤ 2k. Furthermore, if k ≤ n ≤ 2k, then

∂n

∂zn
Sy,`(y) =

(
n

k

)
k! · k(k− 1) · · · (2k−n+ 1)(y− y)2k−n = n!

(
k

n− k

)
(2 Im(y))2k−n.

This proves (31) if ` is even. Similarly, one shows (32) if ` is even.
Let now ` = 2k + 1 for some k ∈ N. Since Sy,2k+1(z) = (z − y)Sy,2k(z), we have:

∂n

∂zn
Sy,2k+1(z) = (z − y)

∂n

∂zn
Sy,2k(z) + n

∂n−1

∂zn−1
Sy,2k(z).
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By combining the latter fact with the preceding part of the proof, we obtain:

∂n

∂zn
Sy,2k+1(y) = n!

(
k

n− k − 1

)
(2 Im(y))2k+1−n and

∂n

∂zn
Sy,2k+1(y) = (y − y)n!

(
k

n− k

)
(−2 Im(y))2k−n+

+ n!

(
k

n− k − 1

)
(−2 Im(y))2k+1−n = n!

(
k + 1

n− k

)
(−2 Im(y))2k+1−n,

as desired. �

The next lemma is a complex version of Theorem 3.6.

Lemma 3.8. Let y ∈ C\R and let S : U(y,R) −→ C be a holomorphic function defined
by a complex spherical series S(z) =

∑
n∈N Sy,n(z)sn centered at y with positive u–

radius of convergence R. The following assertions hold.

(i) For each n ∈ N, define En ∈ C by formula (27), where ∂m/∂xm must be
replaced by ∂m/∂zm and yc by y. Moreover, define the infinite vectors E and
s in CN by setting E := (En)n∈N and s :=

(
(2 Im(y))nsn

)
n∈N. Then s is the

unique solution of the infinite lower triangular linear system e · s = E.
(ii) For each n ∈ N, formula (30) holds.

Proof. Let n ∈ N. By (26) and (31), we have the equality

∂n

∂zn
S(y) =

∑
`∈N

n! e2n,`(2 Im(y))`−ns` = n! (2 Im(y))−n
∑
`∈N

e2n,`(2 Im(y))`s`,

which implies immediately (ii). The latter equality is equivalent to the following one:

(33) E2n =
∑
`∈N

e2n,`(2 Im(y))`s`,

because E2n = (n!)−1(2 Im(y))n(∂nS/∂zn)(y) by definition. Thanks to (26) and (32),
we obtain:

∂n

∂zn
S(y) =

∑
`∈N

n! (−1)`e2n+1,`(−2 Im(y))`−ns` =

= n! (−2 Im(y))−n
∑
`∈N

e2n+1,`(2 Im(y))`s`.

On the other hand, by definition, E2n+1 = (n!)−1(−2 Im(y))n(∂nS/∂zn)(y) and hence
we have:

(34) E2n+1 =
∑
`∈N

e2n+1,`(2 Im(y))`s`.

Evidently, the infinite linear system formed by equations (33) and (34) for every n ∈ N
coincides with e · s = E. This proves (i). �

We are now in position to prove Theorem 3.6.

Proof of Theorem 3.6. Let ξ, η ∈ R and let J ∈ SA such that y = ξ+Jη. Since y 6∈ R,
η 6= 0. Define w := ξ + iη ∈ D. According to (3), denote by ΦJ : C −→ QA and
SJ : D −→ A the functions defined by ΦJ(α + iβ) := α + Jβ and SJ(z) := S(ΦJ(z)).
Let n ∈ N. Observe that, given z = α+ iβ ∈ C, we have:

Sy,n(ΦJ(z)) = (α+ Jβ)2 − (α+ Jβ)(2ξ) + ξ2 + η2 =

= Re(Sw,n(z)) + J Im(Sw,n(z)) = ΦJ(Sw,n(z)).(35)
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Choose a splitting base (1, J, J1, JJ1, . . . , Jh, JJh) of A associated with J and denote by

sn,1,0, sn,2,0, . . . , sn,1,h, sn,2,h the real numbers such that sn =
∑h

k=0(sn,1,k +Jsn,2,k)Jk,
where J0 := 1. Define ŝn,k ∈ C by setting ŝn,k := sn,1,k + isn,2,k. Evidently, it holds:

(36) sn =
∑h

k=0 ΦJ(ŝn,k) Jk.

By combining the latter equality with (35), we infer that

SJ(z) =
∑
n∈N

ΦJ(Sw,n(z))

(
h∑
k=0

ΦJ(ŝn,k) Jk

)
=

=

h∑
k=0

(∑
n∈N

ΦJ(Sw,n(z))ΦJ(ŝn,k)

)
Jk =

h∑
k=0

ΦJ

(∑
n∈N

Sw,n(z)ŝn,k

)
Jk

for each z ∈ U(w,R). In particular, it follows that, for each k ∈ {0, 1, . . . , h}, the

complex spherical series Ŝk :=
∑

n∈N Sw,nŝn,k converges on U(w,R) and hence its

u–radius of convergence is ≥ R. For each k ∈ {0, 1, . . . , h}, define Ên,k ∈ C as follows:

Ên,k :=

{
1
m! (2iη)m ∂m

∂xm Ŝk(w) if n = 2m

1
m! (−2iη)m ∂m

∂xm Ŝk(w) if n = 2m+ 1.

Moreover, define Êk and ŝk in CN by setting

Êk := (Ên,k)n∈N and ŝk := ((−2iη)nŝn,k)n∈N.

By point (i) of Lemma 3.8, we know that, for each k ∈ {0, 1, . . . , h}, ŝk is the unique

solution of the lynear system e · ŝk = Êk. This is equivalent to assert that

(37)
n∑

`=bn/2c

en`(−2iη)`ŝ`,k = Ên,k for each k, n ∈ N.

By Lemma 2.1, we know that

(38)
∂n

∂xn
S(y) =

∂n

∂zn
SJ(w) =

h∑
k=0

ΦJ

(
∂n

∂zn
Ŝk(w)

)
Jk

for each n ∈ N. In this way, it follows immediately that

(39) En =
∑h

k=0 ΦJ(Ên,k)Jk.

By using (36), (37), (39) and Artin’s theorem, we obtain:

n∑
`=bn/2c

en`(−2Jη)`s` =

n∑
`=bn/2c

en`(−2Jη)`

(
h∑
k=0

ΦJ(ŝ`,k)Jk

)
=

=
n∑

`=bn/2c

h∑
k=0

ΦJ

(
en`(−2iη)`ŝ`,k

)
Jk =

=
h∑
k=0

ΦJ

 n∑
`=bn/2c

en`(−2iη)`ŝ`,k

 Jk =

=

h∑
k=0

ΦJ(Ên,k)Jk = En

for each n ∈ N. In other words, s is the unique of the linear system (28), as desired.
The equivalence between linear system (28) and equations (29) follows immediately
from Cramer’s rule. This proves (i).
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Let us prove (ii). By point (ii) of Lemma 3.8, we know that

1

n!

∂n

∂zn
Ŝk(w) = (2iη)−n

2n∑
`=n

e2n,`(2iη)`ŝ`k

for each k, n ∈ N. Since SJ =
∑h

k=0 ΦJ(Ŝk)Jk, we obtain that

1

n!

∂n

∂zn
SJ(w) =

h∑
k=0

(
(2Jη)−n

2n∑
`=n

e2n,`(2Jη)`ΦJ(ŝ`k)

)
Jk =

= (2Jη)−n
h∑
k=0

2n∑
`=n

e2n,`(2Jη)`ΦJ(ŝ`k)Jk =

= (2Jη)−n
2n∑
`=n

e2n,`(2Jη)`
h∑
k=0

ΦJ(ŝ`k)Jk.

By Lemma 2.1 and (36), we infer that

1

n!

∂n

∂xn
S(y) =

1

n!

∂n

∂zn
SJ(w) = (2Jη)−n

2n∑
`=n

e2n,`(2Jη)`
h∑
k=0

ΦJ(ŝ`k)Jk =

= (2Jη)−n
2n∑
`=n

e2n,`(2Jη)`s`.

Point (30) is proved. �

Remark 3.9. The coefficient s1 in the spherical series S(x) =
∑

n∈N Sy,n(x)sn is the
spherical derivative ∂sS(y) of S(x) at y (cf. [8, Def. 6]).

4. Power expansion for slice regular functions

A classical result on holomorphic functions, asserts that the Taylor expansion con-
verges to the function locally. The Cauchy integral formula gives also an exact expres-
sion for the Taylor remainder. It is a nice occurrence that such a result of fundamental
importance in the context of holomorphic functions can be restated for slice regular
functions in a quite similar form.

Theorem 4.1. Let f ∈ SR(ΩD, A), let y ∈ ΩD, let J ∈ SA such that y ∈ CJ and let
r ∈ R+ such that clos(ΣA(y, r)) ⊂ ΩD. Then the following assertions hold.

(i) f expands as follows:

f(x) =
∑
n∈N

(x− y)·n
1

n!

∂nf

∂xn
(y) for each x ∈ ΣA(y, r).

(ii) For each n ∈ N, it holds:

1

n!

∂nf

∂xn
(y) = (2πJ)−1

∫
∂BJ (y,r)

(ζ − y)−n−1 dξ f(ζ).

Furthermore, there exists a positive real constant C, depending only on a and
on ‖ · ‖A, such that

1

n!

∥∥∥∥∂nf∂xn
(y)

∥∥∥∥
A

≤ C r−n sup∂BJ (y,r) ‖f‖A for each n ∈ N.



18 RICCARDO GHILONI AND ALESSANDRO PEROTTI

(iii) Suppose Ω(y, r) 6= ∅. For each n ∈ N, it holds:

f(x)−
n∑
k=0

(x− y)·k
1

k!

∂kf

∂xk
(y) = (2π)−1 (x− y)·n+1 · Ry,n(f)(x)

for each x ∈ Ω(y, r), where Ry,n(f) : Ω(y, r) −→ A is the slice regular function
induced by the holomorphic stem function

B(w, r) ∩B(w, r) 3 z 7−→
∫
∂BJ (y,r)

∆ζ(z)
−1(ζc − z)J−1(ζ − y)−n−1 dζ f(ζ),

where w = ξ + iη ∈ D if y = ξ + Jη.
Furthermore, if A is associative, then for each x ∈ Ω(y, r) we have

Ry,n(f)(x) =

∫
∂BJ (y,r)

∆ζ(x)−1(ζc − x)J−1(ζ − y)−n−1 dζ f(ζ).

(iii′) Suppose Ω(y, r) 6= ∅ and define FJ(y, r) := ∂BJ(y, r)∪ ∂BJ(yc, r). Then there
exists a positive real constant C′, depending only on a and on ‖ · ‖A, such that∥∥∥∥∥ f(x)−

n∑
k=0

(x− y)·k
1

k!

∂kf

∂xk
(y)

∥∥∥∥∥
A

≤ C′

(
sup
FJ (y,r)

‖f‖A

)(
σA(x, y)

r

)n σA(x, y)

r − σA(x, y)

for each x ∈ Ω(y, r).

Proof. By Lemma 2.6, there exist a positive real constant H, depending only on a and
on ‖ · ‖A, and a splitting base B = (1, J, J1, JJ1, . . . , Jh, JJh) of A associated with J
such that

(40) ‖J`‖A = 1 for each ` ∈ {1 . . . , h} and ‖x‖B ≤ H ‖x‖A for each x ∈ A.

Let f1,0, f2,0, . . . , f1,h, f2,h be the functions in C 1(D,R) such that f =
∑h

`=0(f1,`J` +

f2,`JJ`), where J0 := 1. For each ` ∈ {0, 1, . . . , h}, define the functions f̂` : D −→ C
and f̃` : D −→ ΩD ∩ CJ by setting f̂` := f1` + if2,` and f̃` := ΦJ ◦ f̂`. Lemma 2.4

ensures that each function f̂` is holomorphic. By definition of fJ (see (3)), we have
that

(41) fJ =
∑h

`=0 f̃`J` =
∑h

`=0(ΦJ ◦ f̂`)J` on D.

Let θ, η ∈ R such that y = θ + Jη and let w := θ + iη ∈ D. By combining (41) with
Lemma 2.1, we infer that

(42)
∂nf

∂xn
(y) =

h∑
`=0

ΦJ

(
dnf̂`
dzn

(w)

)
J` for each n ∈ N.

Let us now show that

(43)
∑h

`=0 sup∂B(w,r) |f̂`| ≤ (h+ 1) H
(

sup∂BJ (y,r) ‖f‖A
)
.

In fact, bearing in mind (40), we have:∑h
`=0 sup∂B(w,r) |f̂`| ≤ (h+ 1)

(
sup∂B(w,r)

∣∣∣(f21,0 + f22,0 + . . .+ f21,h + f22,h
)1/2∣∣∣) =

= (h+ 1)
(

sup∂BJ (y,r) ‖f‖B
)
≤ (h+ 1) H

(
sup∂BJ (y,r) ‖f‖A

)
.

Fix x = α+ Iβ ∈ ΣA(y, r) with α, β ∈ R and I ∈ SA and define z := α+ iβ.
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We are ready to prove (i). By expanding each holomorphic function f̂` in power
series and by using (41), (42) and Artin’s theorem, if x ∈ BJ(y, r), we obtain:

f(x) = fJ(z) =
h∑
`=0

ΦJ

(∑
n∈N

(z − w)n
1

n!

dnf̂`
dzn

(w)

)
J` =

=
h∑
`=0

∑
n∈N

(x− y)n · 1

n!
· ΦJ

(
dnf̂`
dzn

(w)

)
· J` =

=
∑
n∈N

(x− y)n
1

n!

(
h∑
`=0

ΦJ

(
dnf̂`
dzn

(w)

)
J`

)
=

=
∑
n∈N

(x− y)n
1

n!

∂nf

∂xn
(y) =

∑
n∈N

(x− y)·n
1

n!

∂nf

∂xn
(y).

If Ω(y, r) 6= ∅, then the preceding chain of equalities ensures that f and the slice
regular function on Ω(y, r), sending x into

∑
n∈N(x−y)·n(1/n!)(∂nf/∂xn)(y), coincide

on Ω(y, r) ∩ CJ . By the general version of representation formula for slice functions
given in [8, Prop. 6], we infer that they coincide on the whole Ω(y, r).

Fix n ∈ N. Let us show (ii). By applying Cauchy formula for derivatives to each f̂`
and by using (41), (42), Artin’s theorem, (40) and (43), we obtain:

1

n!

∂nf

∂xn
(y) =

h∑
`=0

ΦJ

(
1

n!

dnf̂`
dzn

(w)

)
J` =

=

h∑
`=0

(
(2πJ)−1

∫
∂BJ (y,r)

(ζ − y)−n−1dζ f̃`(Φ
−1
J (ζ))

)
J` =

= (2πJ)−1
∫
∂BJ (y,r)

(ζ − y)−n−1dζ

(
h∑
`=0

f̃`(Φ
−1
J (ζ))J`

)
=

= (2πJ)−1
∫
∂BJ (y,r)

(ζ − y)−n−1dζf(ζ)

and

1

n!

∥∥∥∥∂nf∂xn
(y)

∥∥∥∥
A

≤ CA

h∑
`=0

1

n!

∥∥∥∥∥ΦJ

(
dnf̂`
dzn

(w)

)∥∥∥∥∥
A

‖J`‖A =

= CA

h∑
`=0

1

n!

∣∣∣∣∣dnf̂`dzn
(w)

∣∣∣∣∣ ≤ CA 1

rn

h∑
`=0

sup
∂B(w,r)

|f̂`| ≤

≤ CA(h+ 1) H
(

sup∂BJ (y,r) ‖f‖A
) 1

rn

Defining C := CA(h+ 1) H, we complete the proof of (ii).
Define the function g : ΣA(y, r) −→ A and, for each ` ∈ {0, 1, . . . , h}, the function

ĝ` : B(w, r) −→ C by setting

g(x) := f(x)−
n∑
k=0

(x− y)·k
1

k!

∂kf

∂xk
(y), ĝ`(z) := f̂`(z)−

n∑
k=0

(z − w)k
1

k!

dkf̂`
dzk

(w).

By combining (41), (42) and Artin’s theorem, we obtain that

(44) g(x) =
h∑
`=0

ΦJ(ĝ`(z))J` for each x ∈ BJ(y, r).
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We recall the integral expression for the Taylor remainder of a holomorphic function
h. For each n ∈ N and for each z in a disc B(w, r), it holds:
(45)

h(z)−
n∑
k=0

(z −w)k
1

k!

dkh

dzk
(w) =

1

2πi
(z −w)n+1

∫
∂B(w,r)

h(ζ) (ζ −w)−n−1(ζ − z)−1 dζ.

Applying (45) to each f̂`, we infer that

g(x) =
h∑
`=0

ΦJ

(
(2πi)−1(z − w)n+1

∫
∂B(w,r)

(ζ − z)−1(ζ − w)−n−1dζ f̂`(ζ)

)
J` =

=
h∑
`=0

(
(2πJ)−1(x− y)n+1

∫
∂BJ (y,r)

(ζ − x)−1(ζ − y)−n−1dζ f̂`(Φ
−1
J (ζ))

)
J` =

= (2πJ)−1(x− y)n+1

∫
∂BJ (y,r)

(ζ − x)−1(ζ − y)−n−1dζ

(
h∑
`=0

f̂`(Φ
−1
J (ζ))J`

)
=

= (2πJ)−1(x− y)n+1

∫
∂BJ (y,r)

(ζ − x)−1(ζ − y)−n−1dζ f(ζ).(46)

Let us prove (iii). Define G : B(w, r) ∩B(w, r) −→ A⊗ C by setting

G(z) :=

∫
∂BJ (y,r)

∆ζ(z)
−1(ζc − z)(ζ − y)−n−1J−1 dζ f(ζ).

Since for each ζ ∈ ∂BJ(y, r) the function from B(w, r)∩B(w, r) to A⊗C, sending z into
∆ζ(z)

−1(ζc−z), is a holomorphic stem function (see [8, Sect. 5]), it follows immediately
that G is a well–defined holomorphic stem function and hence Ry,n is a slice regular
function. Denote by F1, F2 : ∂BJ(y, r)×(B(w, r)∩B(w, r)) −→ CJ the functions such
that F1(ζ, z) + iF2(ζ, z) = ∆ζ(z)

−1(ζc − z) on ∂BJ(y, r)× (B(w, r) ∩B(w, r)).
If x = α+ Jβ ∈ BJ(y, r), then, bearing in mind (46), we have:

(2π)−1(x− y)·n+1 · Ry,n(f)(x) =

= (2π)−1(x− y)n+1

∫
∂BJ (y,r)

(F1(ζ, z) + JF2(ζ, z))(ζ − y)−n−1J−1 dζ f(ζ) =

= (2π)−1(x− y)n+1

∫
∂BJ (y,r)

∆ζ(x)−1(ζc − x)(ζ − y)−n−1J−1 dζ f(ζ) =

= (2πJ)−1(x− y)n+1

∫
∂BJ (y,r)

(ζ − x)−1(ζ − y)−n−1 dζ f(ζ) = g(x).

By the representation formula for slice functions, we infer that

(2π)−1(x− y)·n+1 · Ry,n(f)(x) = g(x) for each x ∈ Ω(y, r).

If A is associative and x = α + Iβ is an element of Ω(y, r) for some I ∈ SA, then we
have:

Ry,n(f)(x) =

∫
∂BJ (y,r)

F1(ζ, z)(ζ − y)−n−1J−1 dζ f(ζ)+

+ I

∫
∂BJ (y,r)

F2(ζ, z)(ζ − y)−n−1J−1 dζ f(ζ) =

=

∫
∂BJ (y,r)

(F1(ζ, z) + IF2(ζ, z))(ζ − y)−n−1J−1 dζ f(ζ) =

=

∫
∂BJ (y,r)

∆ζ(x)−1(ζc − x)(ζ − y)−n−1J−1 dζ f(ζ).
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It remains to prove (iii′). Consider the element x = α + Iβ of Ω(y, r) again and
define zJ := α+ Jβ. By the representation formula, we have that

g(x) =
1

2
(g(zJ) + g(zcJ)) +

I

2

(
J(g(zJ)− g(zcJ))

)
and hence

‖g(x)‖A ≤
1 + C2

A

2
(‖g(zJ)‖A + ‖g(zcJ)‖A).

By using (44), (45) and (43), we obtain:

‖g(zJ)‖A ≤
h∑
`=0

|ĝ`(z)| ≤
1

rn
· |z − w|

n+1

r − |z − w|
·
h∑
`=0

(
sup∂B(w,r) |f̂`|

)
≤ (h+ 1) H

(
sup∂BJ (y,r) ‖f‖A

)
· 1

rn
· |z − w|

n+1

r − |z − w|
and similarly

‖g(zcJ)‖A ≤ (h+ 1) H
(

sup∂BJ (yc,r) ‖f‖A
)
· 1

rn
· |z − w|

n+1

r − |z − w|
.

It follows that

‖g(x)‖A ≤
1 + C2

A

2
(h+ 1) H

(
supFJ (y,r) ‖f‖A

)
· 1

rn
·
(
|z − w|n+1

r − |z − w|
+
|z − w|n+1

r − |z − w|

)
≤ (1 + C2

A)(h+ 1) H
(

supFJ (y,r) ‖f‖A
)
· 1

rn
·
(
σA(x, y)n+1

r − σA(x, y)

)
,

completing the proof of the theorem. �

Definition 4.2. Given a function f : U −→ A defined on a non–empty open subset
U of QA, we say that f is σA–analytic or power analytic, if, for each y ∈ U , there
exists a non–empty σA–ball Σ centered at y and contained in U , and a power series∑

n∈N(x− y)·nan with coefficients in A, which converges to f(x) for each x ∈ Σ ∩ U .

Theorem 4.3. Let ΩD be connected and let f : ΩD −→ A be any function. The
following assertions hold.

(i) If D∩R = ∅, then f is a slice regular function if and only if f is a σA–analytic
slice function.

(ii) If D ∩R 6= ∅, then f is a slice regular function if and only if f is σA–analytic.

Proof. From Theorem 4.1, if f ∈ SR(ΩD, A), then f is σA–analytic. Conversely,
assume that f is σA–analytic. If f(x) =

∑
n(x − y)·nan on a σA–ball Σ centered at

y ∈ CJ , then fJ(z) = f(ΦJ(z)) = ΦJ(
∑

n(z − w)nan) for x = ΦJ(z), y = ΦJ(w), z
and w in an open subset of D. If f is a slice function, the representation formula [8,
Prop. 6] and the smoothness result [8, Prop. 7] imply that the stem function inducing
f , and hence f , are real analytic. Moreover, from Lemma 2.1 we get that ∂f/∂xc = 0
at y. By the arbitrariness of the choice of y, ∂f/∂xc = 0 on the whole domain ΩD.

It remains to prove that if D ∩ R 6= ∅, the sliceness of f is a consequence of its
σA–analyticity. If y ∈ ΩD ∩ R, then (x − y)·n = (x − y)n and f expands as f(x) =∑

n(x−y)nan on an euclidean ball B. In particular, f is slice on B (cf. Examples 2(1)

of [8]). Let I, J ∈ SA be fixed, and consider the function f̃I : D → A defined by

f̃I(z) := fI(z)−
1

2
(fJ(z) + fJ(z)) +

I

2
(J(fJ(z)− fJ(z))) .

Since f is slice on B, f̃I ≡ 0 on B. Since fI , fJ are real analytic on D, also f̃I ∈
C ω(D,A). Therefore f̃I ≡ 0 on D. Lemma 3.2 in [6] permits to conclude that f is a
slice function. �
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5. Spherical expansion for slice regular functions

We begin with two technical lemmas.

Lemma 5.1. The supremum Θ, defined by setting

Θ :=
1

2π
sup

(w,r)∈C×R+

length(∂U(w, r))√
r2 + | Im(w)|2 − | Im(w)|

,

is finite. More precisely, it holds:

Θ =
1 +
√

2

2

Γ(1/4)2

π3/2
< 2.85.

Proof. Define `, L : C× R+ −→ R+ by setting `(w, r) := length(∂U(w, r)) and

L(w, r) :=
`(w, r)√

r2 + | Im(w)|2 − | Im(w)|
=

√
r2 + | Im(w)|2 + | Im(w)|

r2
· `(w, r).

Let (w, r) ∈ C × R+. Observe that, if Im(w) = 0, then L(w, r) = 2π. Suppose
Im(w) 6= 0 and define γ := r/| Im(w)| > 0. It is immediate to verify that

`(w, r) = | Im(w)| · `(i, γ).

It follows that L(w, r) = L(i, γ) = γ−2(1+
√

1 + γ2) ·`(i, γ). The length of the Cassini
oval of radius γ is given by the following integral formula (cf. [11]):

`(i, γ) =
4γ2√
1 + γ2

∫ π/2

0

(
1− 4γ2

(1 + γ2)2
sin2 φ

)−1/4
dφ .

The normalized length L(i, γ) is monotonically increasing from 4π for γ ∈ (0, 1),
and monotonically decreasing to 2π for γ > 1. Therefore it takes its supremum
at γ = 1, the radius corresponding to the Bernoulli lemniscate, which has length
`(i, 1) = Γ(1/4)2/

√
π.

This completes the proof. �

Lemma 5.2. Given w, z ∈ C, the following assertions hold.

(i) For each n ∈ N, we have:

(47) |Sw,n+1(z)| ≤ u(w, z)n
(√

u(w, z)2 + | Im(w)|2 + | Im(w)|
)

and

(48) |Sw,n+1(z)| ≥ u(w, z)n
(√

u(w, z)2 + | Im(w)|2 − | Im(w)|
)
.

(ii) Let n ∈ N and let ζ ∈ C with u(w, ζ) > u(w, z). Then it holds:

(49) |ζ − z| ≥
(
u(w, ζ)− u(w, z)

)2
3u(w, ζ) + 2| Im(w)|

and

(50) |Sw,n+1(ζ)| ≥ u(w, ζ)n+1 · u(w, ζ)

u(w, ζ) + 2| Im(w)|
.

Proof. Let us prove (i). Define s := u(w, z). Fix n ∈ N. If n = 2m + 1 for some
m ∈ N, then |Sw,n+1(z)| = sn+1 = sns. On the other hand, we have that√

s2 + | Im(w)|2 − | Im(w)| ≤ s ≤
√
s2 + | Im(w)|2 + | Im(w)|

and hence (47) and (48) hold. Suppose now that n = 2m for some m ∈ N. Observe
that |Sw,n+1(z)| = sn|z−w|. In this way, (47) and (48) follow immediately from (13).
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It remains to show (ii). Define r := u(w, ζ). Since u is a pseudo–metric on C, we
know that

(51) u(ζ, z) ≥ r − s.

On the other hand, since r2 = |w − ζ||w − ζ|, it is immediate to verify that

(52) | Im(ζ)| ≤
√
r2 + | Im(w)|2.

By combining inequalities (51), (52) with the first inequality of (13), we obtain (49):

|ζ − z| ≥
√

u(ζ, z)2 + | Im(ζ)|2 − | Im(ζ)| ≥
√

(r − s)2 + | Im(ζ)|2 − | Im(ζ)| =

=
(r − s)2√

(r − s)2 + | Im(ζ)|2 + | Im(ζ)|
≥ (r − s)2

r + 2| Im(ζ)|
≥ (r − s)2

3r + 2| Im(w)|
.

Finally, applying (48) with z = ζ, we obtain (50), as desired:

|Sw,n+1(ζ)| =rn|w − ζ| ≥ rn
(√

r2 + | Im(w)|2 − | Im(w)|
)

=

=rn · r2√
r2 + | Im(w)|2 + | Im(w)|

≥ rn+1 · r

r + 2| Im(w)|
.

�

In the next result, we perform on a holomorphic function the expansion procedure
described in [12] (see Sections 2, 3 and 4 of [12]). Observe that we do not require that
the uA–ball U(w, r) with boundary the Cassini oval where we expand is connected:
the radius r can also be smaller or equal to | Im(w)|. In this case, U(w, r) does not
intersect the real axis.

Lemma 5.3. Let E be a non–empty bounded open subset of C, let g : E −→ C be a
holomorphic function, let w ∈ E and let r ∈ R+ such that clos(U(w, r)) ⊂ E. Define
G := sup∂U(w,r) |g|. Then the following properties are satisfied.

(i) For each n ∈ N, define An ∈ C by setting

(53) An :=
1

2πi

∫
∂U(w,r)

g(ζ)

Sw,n+1(ζ)
dζ.

Then g expands as follows:

g(z) =
∑
n∈N

Sw,n(z)An for each z ∈ U(w, r).

(ii) For each n ∈ N, it holds:

|An| ≤
ΘG

rn
.

(iii) For each n ∈ N and for each z ∈ U(w, r), it holds:

(54) g(z)−
n∑
k=0

Sw,k(z)Ak =
1

2πi
Sw,n+1(z)

∫
∂U(w,r)

g(ζ)

(ζ − z)Sw,n+1(ζ)
dζ

and∣∣∣∣∣ g(z)−
n∑
k=0

Sw,k(z)Ak

∣∣∣∣∣ ≤ ΘG

(
u(w, z)

r

)n (3r + 2| Im(w)|)(r + 2| Im(w)|)2

r(r − u(w, z))2
.

Proof. Let n ∈ N. Thanks to (48) and Lemma 5.1, we have:

|An| ≤
1

2π

∫
∂U(w,r)

|g(ζ)|
|Sw,n+1(ζ)|

d|ζ| ≤ G

rn

(
1

2π
· length(∂U(w, r))√

r2 + | Im(w)|2 − | Im(w)|

)
≤ ΘG

rn
.
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This proves (ii). Moreover, it follows that lim supn→+∞ |An|1/n ≤ 1/r. In this way, by
applying point (ii) of Theorem 3.3 with A = C and ‖ · ‖A equal to the usual euclidean
norm | · | of C, we obtain that the series

∑
n∈N Sw,n(z)An converges on U(w, r).

Let ζ ∈ ∂U(w, r) and let z ∈ U(w, r). Observe that it holds:

1

ζ − z
=

1

ζ − w
+
z − w
ζ − w

· 1

ζ − z
and

1

ζ − z
=

1

ζ − w
+
z − w
ζ − w

· 1

ζ − z
.

By using alternatively the preceding two equalities, we obtain:

(55)
1

ζ − z
=

n∑
k=0

Sw,k(z)

Sw,k+1(ζ)
+

Sw,n+1(z)

Sw,n+1(ζ)
· 1

ζ − z
for each n ∈ N.

By combining the classical Cauchy formula with (55), we infer that

g(z) =
1

2πi

∫
∂U(w,r)

g(ζ)

ζ − z
dζ =

=

n∑
k=0

Sw,k(z)Ak +
1

2πi
Sw,n+1(z)

∫
∂U(w,r)

g(ζ)

(ζ − z)Sw,n+1(ζ)
dζ,

which is equivalent to (54). On the other hand, Lemmas 5.1 and 5.2 imply that∣∣∣∣∣ g(z)−
n∑
k=0

Sw,k(z)Ak

∣∣∣∣∣ ≤ 1

2π
|Sw,n+1(z)|

∫
∂U(w,r)

|g(ζ)|
|ζ − z||Sw,n+1(ζ)|

d|ζ| ≤

≤
u(w, z)n

(
u(w, z) + 2| Im(w)|

)
2π

·G · 3r + 2| Im(w)|
(r − u(w, z))2

· r + 2| Im(w)|
rn+2

· length(∂U(w, r)) ≤

≤ G u(w, z)n

rn
· (3r + 2| Im(w)|)(r + 2| Im(w)|)2

r(r − u(w, z))2
·
(

length(∂U(w, r))

2πr

)
≤

≤ G u(w, z)n

rn
· (3r + 2| Im(w)|)(r + 2| Im(w)|)2

r(r − u(w, z))2
·

(
length(∂U(w, r))

2π
√
r2 + | Im(w)|2 − | Im(w)|

)
≤

≤ ΘG
u(w, z)n

rn
(3r + 2| Im(w)|)(r + 2| Im(w)|)2

r(r − u(w, z))2
.

This proves point (iii) and ensures that the series
∑

n∈N Sw,n(z)An converges to g(z)
for each z ∈ U(w, r), because u(w, z) < r. Point (i) is proved and the proof is
complete. �

Theorem 5.4. Let f ∈ SR(ΩD, A), let y ∈ ΩD, let J ∈ SA such that y ∈ CJ and
let r ∈ R+ such that clos(UA(y, r)) ⊂ ΩD. Define UJ(y, r) := UA(y, r) ∩ CJ and
Sf := sup∂UJ (y,r) ‖f‖A. Then the following assertions hold.

(i) There exists a unique sequence {sn}n∈N in A such that f expands as follows:

f(x) =
∑
n∈N

Sy,n(x)sn for each x ∈ UA(y, r).

We call sn the nth-spherical number of f at y.
(ii) For each n ∈ N, it holds:

(56) sn = (2πJ)−1
∫
∂UJ (y,r)

(Sy,n+1(ζ))−1 dζ f(ζ).

Furthermore, there exists a positive real constant C, depending only on a and
on ‖ · ‖A, such that

(57) ‖sn‖A ≤
CSf
rn

for each n ∈ N.
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(iii) Let n be an arbitrary integer in N. It holds:

(58) f(x)−
n∑
k=0

Sy,k(x)sk = (2π)−1 (Sy,n+1 ·Ry,n(f)) (x)

for each x ∈ UA(y, r), where Ry,n(f) : UA(y, r) −→ A is the slice regular
function induced by the holomorphic stem function

U(w, r) 3 z 7−→
∫
∂UJ (y,r)

∆ζ(z)
−1(ζc − z)J−1(Sy,n+1(ζ))−1 dζ f(ζ),

where w = ξ+ iη ∈ D if y = ξ+ Jη. Furthermore, if A is associative, then we
have

Ry,n(f)(x) =

∫
∂UJ (y,r)

∆ζ(x)−1(ζc − x)J−1(Sy,n+1(ζ))−1 dζ f(ζ)

for each x ∈ UA(y, r).
(iii′) There exists a positive real constant C ′, depending only on a and on ‖ · ‖A,

such that∥∥∥∥∥f(x)−
n∑
k=0

Sy,k(x)sk

∥∥∥∥∥
A

≤ C ′ Sf
uA(x, y)n

rn
(3r + 2| Im(w)|)(r + 2| Im(w)|)2

r(r − uA(x, y))2

for each n ∈ N and for each x ∈ UA(y, r).

Proof. We can proceed as in the proof of Theorem 4.1. Applying Lemma 5.3 to
each holomorphic f̂` of decomposition (41), we get the spherical expansion at each
x ∈ UJ(y, r):

f(x) = fJ(z) =

h∑
`=0

ΦJ

(∑
n∈N

Sw,n(z)An,`

)
J` =

∑
n∈N

Sy,n(x)sn,

where An,` are the complex numbers given by formula (53) and sn =
∑

` ΦJ(An,`)J` ∈
A. From

∑
`(ΦJ ◦ f̂`)J` = fJ , we get formula (56) for sn. Estimate (57) follows from

Lemma 5.3(ii), with constant C = CA(h + 1)Θ. The same estimate gives also the
uniqueness of the expansion coefficients.

Let us prove (iii). From equation (54) of Lemma 5.3 applied to each component f̂`,
we get that if x ∈ UJ(y, r), then

f(x)−
n∑
k=0

Sy,k(x)sk = (2πJ)−1 Sy,n+1(x)

∫
∂UJ (y,r)

(ζ − x)−1(Sy,n+1(ζ))−1dζ f(ζ).

On the other hand, for each x ∈ UJ(y, r), it holds

(2π)−1 (Sy,n+1 ·Ry,n(f)) (x) =

= (2π)−1 Sy,n+1(x)

∫
∂UJ (y,r)

∆ζ(z)
−1(ζc − z)J−1(Sy,n+1(ζ))−1 dζ f(ζ) =

= (2πJ)−1 Sy,n+1(x)

∫
∂UJ (y,r)

(ζ − z)(Sy,n+1(ζ))−1 dζ f(ζ).

The representation formula for slice functions implies that (58) holds on the whole
circular domain U(y, r). The estimate (iii′) of the remainder follows in a similar way
from the estimate of Lemma 5.3 and the representation formula again. �

Remark 5.5. In view of parts (i) and (ii) of Theorem 5.4, the spherical numbers
of f at y can be expressed as solutions of the infinite linear system introduced in
Theorem 3.6. In particular, the spherical number s1 is equal to the spherical derivative
∂sf(y) defined in [8, Def. 6].
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Example 5.6. Let A = H and let J ∈ SH be fixed. Consider the slice regular function
f on H \ R defined, for each x = α+ βIx, with β > 0, by

f(x) = 1− IxJ.
The function f is induced by the locally constant stem function taking values 1− iJ on
C+ and 1 + iJ on C−. (f can also be obtained from the representation formula by the
locally constant slice function taking values 2 on C+

J and 0 on C+
−J) We compute the

power and spherical expansions of f at y = J . Since the Cullen (or slice) derivatives
∂nCf(y) vanish for each n > 0, the power expansion P(x) reduces to the first term:
P(x) = 2. In this case, the maximal σH–ball centered at J on which the power expan-
sion converges to f is the domain ΣH(J, 1) = {q ∈ CJ | |q − J | < 1}, which has empty
interior w.r.t. the eucledean topology of H. On the other hand, the spherical expansion
converges to f on a non-empty open domain of H. By solving the system (28), one
obtains the spherical numbers of f at J :

s0 = 2, sn =

{
2(−1)k

(
2k
k

)
(2J)−n = 4−k

(
2k
k

)
(−J) if n = 2k + 1 is odd,

(−1)k
(
2k
k

)
(2J)−n = 4−k

(
2k
k

)
if n = 2k > 0 is even.

Therefore the spherical expansion of f at J has the following form:

S(x) = 2 + (x− J)(−J) + ∆J(x)
1

2
+ ∆J(x)(x− J)

(
−J

2

)
+

+ (∆J(x))2
3

8
+ (∆J(x))2(x− J)

(
−3

8
J

)
+ · · · =

= 1−
+∞∑
k=0

1

4k

(
2k

k

)
(1 + x2)kxJ.

As a consequence of Theorem 5.4 applied on the uH–balls UH(J, r) of radius r < 1,
this series converges uniformly to f on the compact subsets of the uH–ball UH(J, 1).

Definition 5.7. Given a function f : V −→ A from a non–empty circular open subset
V of QA into A, we say that f is uA–analytic or spherically analytic, if, for each
y ∈ V , there exists a non–empty uA–ball U centered at y and contained in V , and a
spherical series

∑
n∈N Sy,n(x)sn with coefficients in A, which converges to f(x) for

each x ∈ U ∩ V .

Theorem 5.8. Let ΩD be connected and let f : ΩD −→ A be any function. The
following assertions hold.

(i) If D ∩ R = ∅, then f is a slice regular function if and only if f is slice and
spherically analytic.

(ii) If D ∩ R 6= ∅, then f is a slice regular function if and only if f is spherically
analytic.

Proof. From Theorem 5.4, if f ∈ SR(ΩD, A), then f is spherically analytic. Con-
versely, if f is spherically analytic and f(x) =

∑
n Sy,n(x)sn on a uA–ball U centered

at y ∈ CJ , then fJ(z) = f(ΦJ(z)) = ΦJ(
∑

n Sy,n(z)sn) for x = ΦJ(z), y = ΦJ(w), z
and w in an open subset of D. If f is a slice function, the representation formula and
the smoothness result [8, Propositions 6 and 7] imply that f is real analytic. Moreover,
from Lemma 2.1 we get that ∂f/∂xc = 0 at y. By the arbitrariness of the choice of y,
∂f/∂xc = 0 on the whole domain ΩD.

It remains to prove that if D ∩ R 6= ∅, the sliceness of f is a consequence of its
spherical analyticity. If y ∈ ΩD ∩ R, then Sy,n(x) = (x − y)n and f expands as
f(x) =

∑
n(x−y)nsn on an euclidean ball B. Now we can conclude as in the last part

of the proof of Theorem 4.3.
�
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