Optimal Control of a Stochastic Heat Equation with Boundary-noise and Boundary-control
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1 Introduction

We are here concerned with an optimal control problem for a state equation of parabolic type on a bounded real interval, which, for convenience, we take equal to $[0, \pi]$. We stress the fact that we consider Neumann boundary conditions in which the derivative of the unknown is equal to the sum of the control and of a white noise in time, namely:

\[
\begin{cases}
  \frac{\partial y}{\partial s}(s, \xi) = \frac{\partial^2 y}{\partial \xi^2}(s, \xi) + f(s, y(s, \xi)), & s \in [t, T], \xi \in (0, \pi), \\
  y(t, \xi) = x(\xi), \\
  \frac{\partial y}{\partial \xi}(s, 0) = u^1(s) + \dot{W}^1_s, & \frac{\partial y}{\partial \xi}(s, \pi) = u^2(s) + \dot{W}^2_s.
\end{cases}
\]

(1.1)

In the above equation $\{W^i_t, \ t \geq 0\}, \ i = 1, 2,$ are independent standard real Wiener processes; the unknown $y(s, \xi, \omega)$, representing the state of the system, is a real-valued process; the control is modelled by the two predictable real-valued processes $u^i(s, \xi, \omega), \ i = 1, 2$ acting, respectively, at 0 and $\pi$; $x$ is in $L^2(0, \pi)$.

Several works have been devoted to stochastic partial differential equations with noise on the boundary (for early results see, for instance, [2], [6], [18], [24]). An important contribution is given in [25] where the behavior, close to the boundary, of the solutions to a multidimensional
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parabolic equation with Neumann boundary conditions is studied. In the same spirit are the
results in [3], [4] where the Dirichlet boundary conditions are treated.

A more abstract approach, based on semigroup theory, is used in [7] (see also [8] and [19]). We
notice that in [7] it is also shown that, if we replace Neumann by Dirichlet boundary conditions,
we can not, in general, have function valued solutions of equation (1.1) with white noise at the
boundary.

Here we follow [7] and we reformulate equation (1.1) as a stochastic evolution equation in
the infinite dimensional Hilbert space $H = L^2(0, \pi)$, see Section 2.2. Namely we rewrite it as:

$$
\begin{cases}
\frac{d}{ds} X_s = AX_s + F(s, X_s) + \sum_{i=1}^{2} (\lambda - A)b^i \dot{W}_{s}^i + \sum_{i=1}^{2} (\lambda - A)b^i u^i(s)ds, \\
X_t = x,
\end{cases} \quad s \in [t, T],
$$

(1.2)

where $A$ stands for the Laplace operator with homogeneous Neumann boundary conditions, $b^1$, $b^2$ are suitable functions in $L^2(0, \pi)$, $F$ is the evaluation operator corresponding to $f$ and $\lambda$ is
an arbitrary positive number.

In this paper we will be concerned with the problem of minimizing the following finite horizon
cost functional

$$
J(t, x, u^1(\cdot), u^2(\cdot)) = E \int_{t}^{T} \int_{0}^{\pi} \ell(s, \xi, y(s, \xi), u^1(s), u^2(s)) \ d\xi \ ds + E \int_{0}^{\pi} \phi(\xi, y(T, \xi)) \ d\xi.
$$

(1.3)

Our purpose is not only to prove existence of optimal controls but mainly to characterize them by
an optimal feedback law. In other words we wish to perform the standard program of synthesis
of the optimal control that consists in the following steps: first we solve (in a suitable sense) the
Hamilton-Jacobi-Bellman equation; then we prove that such a solution is the value function of
the control problem and allows to construct the optimal feedback law.

As far as existence of optimal controls is concerned, this was obtained in [9] for an equation
similar to ours (but with an additional non degenerate diffusion noise term) and for an ergodic
cost functional (that is a functional that depends on the asymptotic behavior of the state).
We notice that the authors exploit there the smoothing properties of the Kolmogorov equation
associated with the state equation that, in their case, is non-degenerate.

Here the main object of investigation will be the following (formally written) Hamilton-
Jacobi-Bellman equation:

$$
\begin{cases}
\frac{\partial v(t, x)}{\partial t} + \mathcal{L}_t[v(t, \cdot)](x) = \Psi(t, x, \nabla v(t, x)(\lambda - A)b^1, \nabla v(t, x)(\lambda - A)b^2), \\
v(T, x) = \Phi(x).
\end{cases}
$$

(1.4)

where $\mathcal{L}_t$ is the infinitesimal generator of the markov semigroup corresponding to the process $y$:

$$
\mathcal{L}_t[\phi](x) = \frac{1}{2} \langle \nabla^2 \phi(x)(\lambda - A)b^1, (\lambda - A)b^1 \rangle + \frac{1}{2} \langle \nabla^2 \phi(x)(\lambda - A)b^2, (\lambda - A)b^2 \rangle + \langle Ax + F(t, x), \nabla \phi(x) \rangle.
$$

In (1.4), $\Psi$ is the hamiltonian function of the problem, defined in terms of $\ell$ (see Section 2.3),
and $\Phi$ is the evaluation map corresponding to $\phi$.

We notice that two different kinds of difficulties add up in above equation. Firstly $\mathcal{L}_t$ is
highly degenerate, indeed $\nabla^2 \phi(x)$ occurs only multiplied by $(\lambda - A)b^i$, $i = 1, 2$. Therefore, the
Kolmogorov equation associated with the state equation has very poor smoothing properties.
Moreover unbounded terms are involved both in the operator $\mathcal{L}_t$ and in the nonlinearity $\Psi$. 
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We formulate the equation (1.4) in a mild sense, see for instance [15] and [16]. Namely we set \( \{P_{s,t}[\cdot] : 0 \leq s \leq t\} \), to be the Markov semigroup corresponding to equation (1.1) and we seek a function \( v : [0, T] \times H \to \mathbb{R} \) verifying the following variation of constants formula:

\[
v(t, x) = P_{t,T}[\Phi](x) - \int_t^T P_{t,s}[\Psi(s, \cdot, \nabla v(s, \cdot)(\lambda - A)b^i, \nabla v(s, \cdot)(\lambda - A)b^j)](x) \, ds, \quad t \in [0, T], \, x \in H.
\]  

(1.5)

We notice that, when the state equation is linear, it is known that the semigroup \( \{P_{s,t}[\cdot] : 0 \leq s \leq t\} \) is strongly Feller (see [7]). It maps bounded and measurable functions into differentiable functions. Let \( C_{t,s} \) be a constant verifying, for all bounded and measurable functions \( v \), \( \sup_{x \in H} |\nabla P_{t,s}v(x)| \leq C_{t,s} \sup_{x \in H} |v(x)| \). If we try to estimate the constant \( C_{t,s} \) using the minimal energy null controllability characterization (see for instance [8] Chapter 7.2) and Carleman estimates (see for instance [1] or [14]), the best bound we can obtain explodes exponentially as \( t \) approaches to \( s \). Thus, even in the linear case, it seems impossible to solve equation (1.5) by a fixed point argument in a set of differentiable functions as it is done, for instance, in [15] or [16].

Another approach has been used more recently to solve this kind of equation. It is based on the use of a system of Forward-Backward stochastic differential equations and generalizes the finite dimensional method developed in the fundamental papers [10], [22] and [23]. This approach requires a structural property on the equation. Roughly speaking, it requires that the control acts only where the noise acts. It is obviously satisfied in our case.

The backward stochastic differential equation is in our case

\[
\begin{align*}
\begin{cases}
  dY_s = \Psi(s, X(s, t, x), Z_s^1, Z_s^2)ds + Z_s^1dW_s^1 + Z_s^2dW_s^2, & s \in [t, T] \\
  Y_T = \Phi(X(T, t, x))
\end{cases}
\end{align*}
\]  

(1.6)

where \( X(s, t, x) \) stands for the solution of equation (1.2) starting at time \( t \) from \( x \in H \). We set \( v(t, x) = Y_t \). It is classical that, formally, \( v \) is a solution of equation (1.4). Our purpose is to prove this rigorously and, more precisely, to show that \( v \) is the unique mild solution of equation (1.4).

The difficulty is that, contrary to the case treated in [12] and [13], it is not enough to prove that \( v \) is once (Gâteaux) differentiable to give sense to equation (1.4). Indeed the occurrence of the term \( \nabla v(s, \cdot)(\lambda - A)b^i \), \( i = 1, 2 \), together with the fact that \( b^i \) do not belong to \( D(A) \) but only to \( D((-A)^{\alpha}) \), \( \alpha < 3/4 \) forces us to prove that the map \( (t, s, h) \to \nabla v(t, x)(\lambda - A)^{\beta}h \), for \( \beta < 1/2 \), to a continuous map on \( [0, T] \times H \times H \). To do that we start proving that this extra regularity holds, in a suitable sense, for the forward equation (1.2) and then that it is preserved if we differentiate (in Gâteaux sense) the backward equation with respect to the process \( X \).

On the other side, showing first that \( X(\cdot, t, x) \) is regular in Malliavin sense, we can prove that if the map \( (t, s, h) \to \nabla v(t, x)(\lambda - A)^{\beta}h \) extends to a continuous function on \( [0, T] \times H \times H \) then the processes \( s \to v(s, X(s, t, x)) \) and \( W^i, i = 1, 2 \) admit joint quadratic variation in any interval \( [t, \tau] \) and this is given by \( \int_t^\tau \nabla v(s, X(s))(\lambda - A)b^i ds, \, i = 1, 2 \), as a consequence we are able to identify the right class of functions in which our candidate solution is contained and for which (1.4) is meaningful, see definition 5.1. Then we proceed as in [13] exploiting the probabilistic definition of \( v \) and the characterization of \( \int_0^T \nabla^2 v(s) ds \) as joint quadratic variation between \( Y \) and \( W^i \) in \( [s, \tau] \) to prove that \( v \) is the unique mild solution of (1.4), see Theorem 5.1.

We can then come back to the control problem and using the probabilistic representation of the unique mild solution to equation (1.4) we easily show existence of an optimal feedback law, see Theorem 6.1. We finally notice that the lack of regularity of the feedback does not allow to prove existence of a strong solution to the closed loop equation. On the contrary, if we
formulate the control problem in a suitable weak sense we can ensure existence of an optimal control, satisfying the optimal feedback law, see Theorem 6.5.

We think that it is important for the applications to treat optimal control with control and noise at the boundary. In the present article, we treat a problem where all the coefficients are Lipschitz functions. This is clearly a restriction. In forthcoming work, we shall treat more realistic situations such as the Burgers equation controlled by the boundary.

2 Statement and Reformulation of the problem

2.1 General Assumptions

In equation (1.1) \( \{W_t, t \geq 0\}, i = 1, 2, \) are independent standard real Wiener processes on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), with respect to a filtration \(\{\mathcal{F}_t, t \geq 0\}\) satisfying the usual conditions. Also, \( u = (u^1, u^2) : \Omega \times [0, T] \rightarrow \mathbb{R}^2 \) is the control process; it is called admissible if it is \((\mathcal{F}_t)\)-predictable and takes values in a set \(\mathcal{U} \subset \mathbb{R}^2\), called the set of control actions.

We assume the following.

**Hypothesis 2.1**

1) The function \( f : [0, T] \times \mathbb{R} \rightarrow \mathbb{R} \) is measurable, for every \( t \in [0, T] \) the function \( f(t, \cdot) : \mathbb{R} \rightarrow \mathbb{R} \) is continuously differentiable and there exists a constant \( C_f \) such that

\[
|f(t, 0)| + \left| \frac{\partial f}{\partial r}(t, r) \right| \leq C_f, \quad t \in [0, T], \ r \in \mathbb{R}.
\]

2) The initial condition \( x(\cdot) \) belongs to \( L^2(0, \pi) \).

3) The set of control actions \( \mathcal{U} \) is a bounded closed subset of \( \mathbb{R}^2 \).

Concerning the functions \( \ell \) and \( \phi \) appearing in the cost functional we make the following general assumptions.

**Hypothesis 2.2** \( \ell : [0, T] \times [0, \pi] \times \mathbb{R} \times \mathcal{U} \rightarrow \mathbb{R} \) and \( \phi : [0, \pi] \times \mathbb{R} \rightarrow \mathbb{R} \) are measurable and the following holds:

1) There exists a constant \( C_{\phi} \) such that

\[
|\phi(\xi, y_1) - \phi(\xi, y_2)| \leq C_{\phi}(1 + |y_1| + |y_2|) |y_1 - y_2|, \quad \xi \in [0, \pi], \ y_1, y_2 \in \mathbb{R}.
\]

Moreover \( \int_{0}^{\pi} |\phi(\xi, 0)| d\xi < \infty \).

2) For every \( t \in [0, T] \) and \( \xi \in [0, \pi] \), \( \ell(t, \xi, \cdot, \cdot, \cdot) : \mathbb{R}^3 \rightarrow \mathbb{R} \) is continuous. Moreover there exists a constant \( C_{\ell} \) such that for every \( t \in [0, T], \ \xi \in [0, \pi], \ y_1, y_2 \in \mathbb{R}, \ (u^1, u^2) \in \mathcal{U}, \)

\[
|\ell(t, \xi, y_1, u^1, u^2) - \ell(t, \xi, y_2, u^1, u^2)| \leq C_{\ell}(1 + |y_1| + |y_2|) |y_1 - y_2|,
\]

and for every \( t \in [0, T] \)

\[
\int_{0}^{\pi} \sup_{(u^1, u^2) \in \mathcal{U}} |\ell(t, \xi, 0, u^1, u^2)| d\xi \leq C_{\ell}.
\]

Further assumptions will be made on the cost functional after its reformulation: see Hypothesis 2.6 below.
2.2 Reformulation of the state equation. Existence and uniqueness.

It is our purpose to write the state equation as an evolution equation in the space \( H = L^2(0, \pi) \). This is done for instance in [8]. We briefly sketch the argument.

The state will be denoted by \( X_s^u = y(s, \cdot) \). Thus \( \{X_s^u, s \in [t, T]\} \) is a process in \( H \) and the initial condition is assumed to belong to \( H \).

We define the operator \( A \) in \( H \) setting

\[
D(A) = \{ y \in H^2(0, \pi) : \frac{\partial y}{\partial \xi}(0) = \frac{\partial y}{\partial \xi}(\pi) = 0 \}, \quad Ay = \frac{\partial^2 y}{\partial \xi^2} \text{ for } y \in D(A).
\]

The operator \( A \) is self-adjoint with eigenvalues \( \lambda_n = -n^2, n = 0, 1, \ldots \). The domains of the fractional powers of \( -A \) are related to the Sobolev spaces of fractional order as follows:

\[
D(-A)^\alpha = \{ y \in H^{2\alpha}(0, \pi) : \frac{\partial y}{\partial \xi}(0) = \frac{\partial y}{\partial \xi}(\pi) = 0 \}, \quad \text{for } \frac{3}{4} < \alpha < 1,
\]

\[
D(-A)^\alpha = H^{2\alpha}(0, \pi), \quad \text{for } 0 < \alpha < 3/4.
\]

We define \( F : [0, T] \times H \to H \) setting \( F(t, x) = f(t, x(\cdot)) \) for \( x \in H \). Clearly, \( F \) is well defined under our assumptions.

We fix \( \lambda > 0 \) and define

\[
b^1(\xi) = -\frac{\cosh(\sqrt{\lambda}(\pi - \xi))}{\sqrt{\lambda}\sinh(\sqrt{\lambda}\pi)}, \quad b^2(\xi) = \frac{\cosh(\sqrt{\lambda}\xi)}{\sqrt{\lambda}\sinh(\sqrt{\lambda}\pi)}, \quad \xi \in [0, \pi],
\]

and note that they solve the Neumann problems

\[
\begin{align*}
\frac{\partial^2 b^i}{\partial \xi^2}(\xi) &= \lambda b^i(\xi), \quad \xi \in (0, \pi), \; i = 1, 2, \\
\frac{\partial b^1}{\partial \xi}(0) &= 1, \quad \frac{\partial b^1}{\partial \xi}(\pi) = 0, \\
\frac{\partial b^2}{\partial \xi}(0) &= 0, \quad \frac{\partial b^2}{\partial \xi}(\pi) = 1.
\end{align*}
\]

Thus \( b^i \in D(-A)^\alpha \) for \( 0 < \alpha < 3/4 \), \( b^i \notin D(-A)^\alpha \) for \( 3/4 < \alpha < 1 \).

By considering the equation formally satisfied by the function \( y(s, \xi) = b^1(\xi)(u^1(s) + \dot{W}_s^1) - b^2(\xi)(u^2(s) + \dot{W}_s^2) \) and after some passages we obtain

\[
\begin{align*}
\frac{d}{ds} X_s^u &= AX_s^u + F(s, X_s^u) + (\lambda - A)\dot{W}_s + (\lambda - A)u(s), \quad s \in [t, T], \quad (2.1)
\end{align*}
\]

where we have defined

\[
W = \begin{pmatrix} W_1^1 \\ W_2^2 \end{pmatrix}, \quad u(t) = \begin{pmatrix} u_1^1(t) \\ u_2^2(t) \end{pmatrix}, \quad b = \begin{pmatrix} b^1(\cdot) \\ b^2(\cdot) \end{pmatrix}.
\]

At this moment it is convenient to list the relevant properties of the objects introduced so far in this section. Therefore we formulate the following proposition.

**Proposition 2.3** We fix \( \lambda > 0, \beta \in (1/2, 3/4) \). Under Hypothesis 2.1 the following properties hold.

1) \( H \) is a real separable Hilbert space.
2) A is a self-adjoint, nonpositive operator in $H$.

3) $b^1, b^2$ are elements of $D(\lambda - A)^\beta$; we set $b = (b^1, b^2)$.

4) $F : [0, T] \times H \to H$ is a measurable function and there exists a constant $C_F$ such that
   \[ |F(t, 0)| \leq C_F, \quad |F(t, x_1) - F(t, x_2)| \leq C_F|x_1 - x_2|, \quad t \in [0, T], \ x, x_1, x_2 \in H. \]

   Moreover, for every $t \in [0, T]$, $F(t, \cdot)$ has a Gâteaux derivative $\nabla F(t, x)$ at every point $x \in H$. Finally, the function $(x, h) \to \nabla F(t, x)h$ is continuous as a map $H \times H \to \mathbb{R}$.

Note that we consider $\nabla F(t, x)$ as an element of $H^*$ and we denote its action on $h \in H$ by $\nabla F(t, x)h$. It follows from the assumptions that $|\nabla F(t, x)| \leq C_F$ for $t \in [0, T], \ x \in H$.

We note that $W$ and $u$ remain as in the previous section: $W$ is a standard Wiener process in $\mathbb{R}^2$ on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, endowed with a filtration $\{\mathcal{F}_t, \ t \geq 0\}$ satisfying the usual conditions, and the control process $u$ is an $(\mathcal{F}_t)$-predictable process with values in a bounded closed set $U \subset \mathbb{R}^2$.

The equation (2.1) is formal. The precise meaning of the state equation is as follows: we say that a continuous, $H$-valued, predictable process $X^u$ is a solution of the state equation if, $\mathbb{P}$-a.s.,

\[
X^u_s = e^{(s-t)A}x + \int_t^s e^{(s-r)A}F(r, X^u_r) \, dr + \int_t^s (\lambda - A)^{1-\beta}e^{(s-r)A}(\lambda - A)^\beta b \, dW_r
\]

\[
+ \int_t^s (\lambda - A)^{1-\beta}e^{(s-r)A}(\lambda - A)^\beta b \, u(r) \, dr, \quad s \in [t, T]. \tag{2.2}
\]

The stochastic integral in (2.2) is

\[
\int_t^s (\lambda - A)^{1-\beta}e^{(s-r)A}(\lambda - A)^\beta b \, dW_r + \int_t^s (\lambda - A)^{1-\beta}e^{(s-r)A}(\lambda - A)^\beta b^2 \, dW_r^2,
\]

where each term is an Ito stochastic integral of an $H$-valued deterministic integrand with respect to a real Wiener process. It is well defined since $b^i \in D(\lambda - A)^\beta$ and therefore

\[
\int_t^s |(\lambda - A)^{1-\beta}e^{(s-r)A}(\lambda - A)^\beta b^i|^2 \, dr \leq \int_t^s |(\lambda - A)^{1-\beta}e^{(s-r)A}|^2 |(\lambda - A)^\beta b^i|^2 \, dr \\
\leq |(\lambda - A)^{1-\beta}b^i|^2 \int_t^s c \, (s-r)^{2\beta - 2} \, dr < \infty,
\]

since $\beta > 1/2$.

Existence and uniqueness of the solution of (2.2) is asserted in Proposition (2.4) below. It is also useful to consider the uncontrolled version of equation (2.2) namely:

\[
X_s = e^{(s-t)A}x + \int_t^s e^{(s-r)A}F(r, X_r) \, dr + \int_t^s (\lambda - A)^{1-\beta}e^{(s-r)A}(\lambda - A)^\beta b \, dW_r, \quad s \in [t, T]. \tag{2.3}
\]

We will refer to (2.3) as the forward equation.

In the following, if $K$ is a separable subspace of $H$, by $L_p^p(\Omega; C([0, T]; K))$ we denote the space of the adapted continuous processes $Y$ in $K$ such that $\mathbb{E}\sup_s |Y_s|^p_K < \infty$.

**Proposition 2.4** Under the assumptions in Hypothesis 2.3, for an arbitrary $U$ valued predictable process $u$, for every $t \in [0, T]$ and $x \in H$ there exists a unique adapted process $\{X^u_s, \ s \in [0, T]\}$ (respectively $\{X_s, \ s \in [0, T]\}$) with continuous trajectories, solving (2.2) (respectively (2.3)). Moreover for every $p \in [1, \infty)$, $\alpha \in [0, 1/4)$, $t \in [0, T]$ there exists a constant $c_{p, \alpha}$ such that

\[
\mathbb{E}\sup_{s \in [t, T]} (s-t)^p \alpha \|X(s, t, x)\|_{D(-A)\alpha}^p \leq c_{p, \alpha}(1 + |x|_H)^p. \tag{2.4}
\]
**Proof.** Let us define, for $s \in [t, T]$,

\[
V_1(s, t) = \int_t^s (\lambda - A)^{1-\beta} e^{(s-r)A} (\lambda - A)^{\beta} b \, dW_r,
\]

\[
V_2(s, t) = \int_t^s (\lambda - A)^{1-\beta} e^{(s-r)A} (\lambda - A)^{\beta} u(r) \, dr.
\]

The state equation (2.2) can be written

\[
X_s = e^{(s-t)A}x + \int_t^s e^{(s-r)A} F(r, X_r) \, dr + V_1(s, t) + V_2(s, t), \quad s \in [t, T].
\]

Fix $\alpha \in [0, 1/4)$. We start by proving that, for all $t \in [0, T]$ and $p \in [1, +\infty]$, $V_i(\cdot, t) \in L_p^p(\Omega; C([0, T]; D(-A)^\alpha))$. This will be done by the usual factorization procedure (see [8]).

We choose $\beta < 3/4$, $\gamma < 1/2$ and $p$ large enough such that $\alpha + 1 - \beta + p^{-1} < \gamma < 1/2$ and define:

\[
y_\sigma = \int_t^\sigma (\sigma - \tau)^{-\gamma} e^{(\sigma - \tau)A} (\lambda - A)^{\beta} b \, d\tau.
\]

Since $(\lambda - A)^{\beta} b \in L(\mathbb{R}^2, H)$ the Burkholder-Davis-Gundy inequality yields: $\mathbb{E} \int_t^T |y_\sigma|^p \, d\sigma < +\infty$. In particular $y \in L^p([t, T]; H)$, $\mathbb{P}$-a.s. Moreover if we set

\[
(R, \ell)(s) = \int_t^s (s - \sigma)^\gamma (\lambda - A)^{\alpha + 1 - \beta} e^{(s-\sigma)A} \ell(\sigma) \, d\sigma
\]

then in [8][Proposition A.1.1] it is proved that $R_\gamma$ is a bounded linear operator from $L_p^p([t, T]; H)$ to $C([t, T]; H)$. Finally by stochastic Fubini-Tonelli Theorem we can rewrite:

\[
(R, y)(s) = \int_t^s \int_t^\sigma (s - \sigma)^\gamma (\sigma - \tau)^\gamma (\lambda - A)^{\alpha + 1 - \beta} e^{(s-\tau)A} b \, d\tau \, d\sigma
\]

\[
= \left[ \int_0^\sigma (1 - \sigma)^\gamma \, d\sigma \right] (\lambda - A)^\alpha V_1(s, t)
\]

and conclude that $V_1(\cdot, t) \in L_p^p(\Omega; C([0, T]; D(-A)^\alpha))$.

In a similar (and easier) way it is possible to show that $V_2(\cdot, t) \in L_p^p(\Omega; C([0, T]; D(-A)^\alpha))$.

For $a > 0$ we denote by $\mathbb{K}_{a, \alpha, t}$ the Banach space of all predictable processes $X : \Omega \times (t, T] \to D(-A)^\alpha$ such that

\[
|X|^p_{\mathbb{K}_{a, \alpha, t}} := \mathbb{E} \sup_{s \in (t, T]} e^{pa} (s - t)^{p\alpha} |X_s|^p_{D(-A)^\alpha} < +\infty
\]

endowed with the above norm. We have just shown that $V_i(\cdot, t) \in \mathbb{K}_{a, \alpha, t}$, $i = 1, 2$. Moreover, for all $x \in H$,

\[
\sup_{s \in (t, T]} (s - t)^\alpha |e^{(s-t)A} x|_{D(-A)^\alpha} \leq c |x|,
\]

Thus if we define for $X \in \mathbb{K}_{a, \alpha, t}$

\[
\Lambda(X, t)(s) = \int_t^s e^{(s-r)A} F(r, X_r) \, dr + e^{(s-t)A} x + V_1(s, t) + V_2(s, t),
\]

it is immediate to prove that $\Lambda(X, t) \in \mathbb{K}_{a, \alpha, t}$. Moreover by straightforward estimates

\[
|\Lambda(X^1, t) - \Lambda(X^2, t)|^p_{\mathbb{K}_{a, \alpha, t}} \leq g^p(a) C_F^p |X^1 - X^2|^p_{\mathbb{K}_{a, \alpha, t}}
\]

7
Under Hypothesis 2.2 the following holds.

There exists a constant \( \sup \) setting \( \in \) the form and \( \Phi : H \rightarrow R \) for \( u \in U \) where \( \gamma \): \([0, T] \times H \times U \rightarrow R \). The functions \( L : [0, T] \times H \times U \rightarrow R \) and \( \Phi : H \rightarrow R \) are well defined and measurable. The cost functional (1.3) can be written in the form

\[
J(t, x, u(\cdot)) = E \int_T^t L(s, X_s^u, u(s)) \, ds + E \Phi(X_T^u). \tag{2.6}
\]

It is easy to show that the cost is finite for any admissible control \( u(\cdot) \). Moreover for \( s \in [0, T], \ x \in H, \ z \in \mathbb{R}^2 \) we define the hamiltonian:

\[
\Psi(s, x, z) = \inf_{u \in U} \{zu + L(s, x, u)\},
\]

where \( zu \) denotes the scalar product in \( \mathbb{R}^2 \). Since, as it is easy to check, for all \( s \in [0, T] \) and all \( x \in H, \ L(s, x, \cdot) \) is continuous on the compact set \( U \) the above infimum is attained. Therefore if we define

\[
\Gamma(s, x, z) = \{u \in U : zu + L(s, x, u) = \Psi(s, x, z)\} \tag{2.7}
\]

then \( \Gamma(s, x, z) \neq \emptyset \) for every \( s \in [0, T], \ x \in H \) and every \( z \in \mathbb{R}^2 \). By [5], see Theorems 8.2.10 and 8.2.11, \( \Gamma \) admits a measurable selection, i.e. there exists a measurable function \( \gamma : [0, T] \times H \times \mathbb{R}^2 \rightarrow U \) with \( \gamma(s, x, z) \in \Gamma(s, x, z) \) for every \( s \in [0, T], \ x \in H \) and every \( z \in \mathbb{R}^2 \).

Proposition 2.5 Under Hypothesis 2.2 the following holds.

1) \( |\Phi(x_1) - \Phi(x_2)|_H \leq C_\psi (1 + |x_1| + |x_2|)|x_2 - x_1| \) for all \( x_1, x_2 \) in \( H \).

2) There exists a constant \( C_\psi \) such that \( |\Psi(t, x_1, z) - \Psi(t, x_2, z)| \leq C_\psi (1 + |x_1| + |x_2|)|x_2 - x_1| \) for all \( x_1, x_2 \) in \( H, \ z \in \mathbb{R}^2 \) and \( t \in [0, T] \).

3) Setting \( C_U = \sup \{ |u| : u \in U \} \) we have \( |\Psi(s, x, z_1) - \Psi(s, x, z_2)| \leq C_U |z_1 - z_2| \), for every \( s \in [0, T], \ x \in H, \ z_1, z_2 \in \mathbb{R}^2 \).

4) \( \sup_{s \in [0, T]} |\Psi(s, 0, 0)| \leq C_\ell \).

Proof. Points 1), 2) and 4) are easy to prove. To prove point 3) we note that

\[
z_1 u + L(s, x, u) \leq c|z_1 - z_2| + z_2 u + L(s, x, u)
\]
so that taking the infimum for \( u \in \mathcal{U} \) we obtain

\[ \Psi(s, x, z_1) \leq c|z_1 - z_2| + \Psi(s, x, z_2) \]

and the proof is completed. \( \Box \)

Some of our results are based on the following assumptions:

**Hypothesis 2.6** For almost every \( \xi \in [0, \pi] \) the map \( \phi(\xi, \cdot) \) is continuously differentiable on \( \mathbb{R} \). For almost every \( s \in [0, T] \) the map \( \Psi(s, \cdot, \cdot) \) is Gâteaux differentiable on \( H \times \mathbb{R}^2 \) and the maps \((x, h, z) \rightarrow \nabla_x \Psi(s, x, z) h \) and \((x, z, \zeta) \rightarrow \nabla_z \Psi(s, x, z) \zeta \) are continuous on \( H \times H \times \mathbb{R}^2 \) and \( H \times \mathbb{R}^2 \times \mathbb{R}^2 \) respectively.

From this assumption and from Hypothesis 2.2 it follows easily that \( \Phi \) is Gâteaux differentiable on \( H \) and the map \((x, h) \rightarrow \nabla \Phi(x) h \) is continuous on \( H \times H \).

**Remark 2.7** From Proposition 2.5 we immediately deduce the following estimates:

\[ |\nabla \Phi(x) h| \leq C_\phi(1 + 2|x|)|h|, \quad |\nabla_x \Psi(t, x, z) h| \leq C_\psi(1 + 2|x|)|h|, \quad |\nabla_z \Psi(s, x, z) \zeta| \leq C_\xi |\zeta|. \]

Hypothesis 2.6 involves conditions on the function \( \Psi \), and not on the function \( \ell \) that determines \( \Psi \). However, Hypothesis 2.6 can be verified in concrete situations, as the following example shows.

**Example 2.7.1** Suppose that the function \( \phi \) satisfies the assumptions required in Hypotheses 2.2 and 2.6. Let \( \mathcal{U} \) be the closed ball of radius \( R > 0 \) in \( \mathbb{R}^2 \), centered at the origin. Suppose that the function \( \ell \) is defined, for \( t \in [0, T], \xi \in [0, \pi], y \in \mathbb{R}, (u^1, u^2) \in \mathcal{U} \), by

\[ \ell(t, \xi, y, u^1, u^2) = \frac{1}{2}|u|^2 + \ell_0(t, \xi, y), \]

where \( \ell_0 : [0, T] \times [0, \pi] \times \mathbb{R} \rightarrow \mathbb{R} \) is measurable and satisfies

\[ |\ell_0(t, \xi, y_1) - \ell_0(t, \xi, y_2)| \leq C_0(1 + |y_1| + |y_2|)|y_1 - y_2|, \quad t \in [0, T], \xi \in [0, \pi], y_1, y_2 \in \mathbb{R}, \]

for some constant \( C_0 \). It follows easily that

\[ \Psi(t, x, z) = \int_0^\pi \ell_0(t, \xi, x(\xi)) \, d\xi + g(|z|), \quad t \in [0, T], x \in H, z \in \mathbb{R}^2, \]

where \( g(r) = -r^2/2 \) for \( r \leq R \) and \( g(r) = -rR + R^2/2 \) for \( r > R \). If, in addition, we assume that for every \( t \in [0, T] \) and \( \xi \in [0, \pi] \) the function \( \ell_0(t, \xi, \cdot) : \mathbb{R} \rightarrow \mathbb{R} \) is continuously differentiable then we conclude that all the assumptions in Hypotheses 2.2 and 2.6 are satisfied.

In particular our results cover the case of the quadratic cost (compare with (1.3))

\[ J(t, x, u(\cdot)) = \mathbb{E} \int_t^T \left[ |u(s)|^2 + \int_0^\pi y(s, \xi)^2 \, d\xi \right] ds + \mathbb{E} \int_0^\pi y(T, \xi)^2 \, d\xi, \]

with \( u(\cdot) \) taking values in a closed ball of \( \mathbb{R}^2 \).

### 3 Further properties of the forward equation

In this section we consider again the solution of the forward equation (2.3), i.e. of the uncontrolled state equation on the time interval \([t, T]\) with initial condition \( x \in H \). It will be denoted by \( X(s, t, x) \), to stress dependence on the initial data \( t \) and \( x \). It is also convenient to extend the process \( X(\cdot, t, x) \) letting \( X(s, t, x) = x \) for \( s \in [0, t] \).

In this section we assume that Hypothesis 2.1 holds, but all the results remain true under the conditions stated in Proposition 2.3.
3.1 Regular dependence on initial conditions.

Next we consider the dependence of the process \( \{X(s,t,x), s \in [0,T]\} \) on the parameters \( t, x \).

**Proposition 3.1** For any \( p \geq 1 \) the following holds.

1. The map \( (t,x) \to X(\cdot,t,x) \) defined on \([0,T] \times H\) and with values in \( L^p_p(\Omega;C([0,T];H)) \) is continuous.

2. For every \( t \in [0,T] \) the map \( x \to X(\cdot,t,x) \) has, at every point \( x \in H \), a Gâteaux derivative \( \nabla X(\cdot,t,x) \). The map \( (t,x,h) \to \nabla X(\cdot,t,x)h \) is continuous as a map \([0,T] \times H \times H \to L^p_p(\Omega;C([0,T];H))\) and, for every \( h \in H \), the following equation holds \( \mathbb{P}\text{-a.s.} \):

\[
\nabla X(s,t,x)h = e^{(s-t)A}h + \int_t^s e^{(s-\sigma)A} \nabla_x F(\sigma,X(\sigma,t,x)) \nabla_x X(\sigma,t,x)h \, d\sigma, \quad s \in [t,T],
\]

whereas \( \nabla X(s,t,x)h = h \) for \( s \in [0,t] \).

**Proof.** Point 1: continuity.

We slightly modify the definition of the mapping \( \Lambda \) introduced above (in the special case \( \alpha = 0 \)) letting for all \( X \) belonging to \( L^p_p(\Omega, C([0,T], H)) \)

\[
\Lambda(X,t,x)(s) = \begin{cases} \int_t^s e^{(s-r)A}F(r,X_r) \, dr + e^{(s-t)A}x + V_1(s,t) & \text{if } s \geq t, \\ e^{(s-t)A}x & \text{if } s < t. \end{cases}
\]

(3.2)

In the proof of the previous proposition we have shown that, for a large enough, \( \Lambda(\cdot,t,x) \) is a contraction, with contraction constant independent on \( t \) and \( x \), in the space \( L^p_p(\Omega, C([0,T], H)) \) endowed with the norm

\[
\mathbb{E} \sup_{s \in [0,T]} e^{\rho s \sigma} |X_s|^p_H
\]

equivalent to the natural one. Moreover \( X(\cdot,t,x) \) is the unique fixed point of \( \Lambda(\cdot,t,x) \).

Thus by parameter dependent contraction argument (see for instance [12][Proposition 2.4]) the claim follows if we show that for all \( X \in L^p_p(\Omega, C([0,T], H)) \) the map \( (t,x) \to \Lambda(X,t,x) \) is continuous as a map \([0,T] \times H \to L^p_p(\Omega, C([0,T], H))\).

To prove this, we begin extending \( V_1(\cdot,t) \) letting \( V_1(s,t) = 0 \) for \( s \in [0,t] \). We know that \( V_1(\cdot,t) \in L^p_p(\Omega, C([0,T], H)) \) and we claim that the map \( t \to V_1(\cdot,t) \) is continuous with values in \( L^p_p(\Omega, C([0,T], H))\). Fix \( t \in [0,T] \) and let \( t_n^+ \searrow t \), \( t_n^- \nearrow t \),

\[
\mathbb{E} \sup_{s \in [0,T]} |V_1(s,t_n^+) - V_1(s,t_n^-)|^p \leq \mathbb{E} \sup_{s \in [t_n^- , t_n^+]} \left| \int_{t_n^-}^{s \wedge t_n^+} (\lambda - A)^{1-\beta} e^{(s-\sigma)A(\lambda - A)^{\beta} b dW_\sigma} \right|^p_H
\]

\[
\leq \mathbb{E} \sup_{s \in [t_n^- , t_n^+]} |V_1(s,t_n^-)|^p_H \leq \mathbb{E} \sup_{s \in [0,t_n^- - t_n^-]} |V_1(s,0)|^p_H \to 0
\]

where the final convergence comes as an immediate consequence of the dominated convergence theorem since \( V_1(\cdot,0) \in L^p(\Omega; C([0,T], H)) \).

Similarly if we extend \( e^{(s-t)A}x = x \) for \( s < t \) then

\[
\sup_{s \in [0,T]} |e^{(s-t_n^+)A}x - e^{(s-t_n^-)A}x| \to 0
\]
moreover the map \( x \to e^{(-t)\Lambda}x \) considered with values in \( C([0,T], H) \) is clearly continuous in \( x \) uniformly in \( t \).

Finally if we let:

\[
V_3(s, t) = \begin{cases} 
\int_t^s e^{(s-\sigma)A}F(\sigma, X_\sigma) \, d\sigma & \text{if } s \geq t, \\
0 & \text{if } s < t, 
\end{cases}
\]

then considering again the two sequences \( t_n^+ \searrow t, t_n^- \nearrow t \)

\[
\mathbb{E} \left( \sup_{s \in [0, T]} \left| V_3(s, t_n^+) - V_3(s, t_n^-) \right|_H \right)^p \leq \mathbb{E} \left( \sup_{s \in [t_n^-, T]} \left| \int_{t_n^-}^{s \wedge t_n^+} e^{(s-\sigma)A}F(\sigma, X_\sigma) \, d\sigma \right|_H \right)^p 
\leq \mathbb{E} \left( \sup_{s \in [t_n^-, t_n^+]} \int_s^t |F(X_\sigma)|_H \, d\sigma \right)^p 
\leq (t_n^+ - t_n^-)^p C_F \mathbb{E} (1 + \sup_{s \in [0, T]} |X_s|)^p \to 0.
\]

**Point 2: differentiability.**

Again by [12][Proposition 2.4] it is enough to show that the map \((X, t, x) \to \Lambda(X, t, x)\) defined on \( L^p_P(\Omega, C([0,T]; H)) \times [0, T] \times H \) with values in \( L^p_P(\Omega, C([0,T]; H)) \) is Gâteaux differentiable in \((X, x)\) and has strongly continuous derivatives.

Under our assumptions the Gâteaux derivatives clearly exist and have the simple form:

\[
\nabla_X \Lambda(X, t, x) N = \begin{cases} 
\int_t^s e^{(s-\sigma)A} \nabla_x F(\sigma, X_\sigma) N_\sigma d\sigma & \text{if } s \geq t, \\
0 & \text{if } s < t,
\end{cases} \quad N \in L^p_P(\Omega, C([0,T]; H)).
\]

\[
\nabla_x \Lambda(X, t, x) h = \begin{cases} 
e^{-\sigma)A}h & \text{if } s \geq t, \\
h & \text{if } s < t.
\end{cases} \quad h \in H.
\]

(3.3) Notice that the above maps are considered as maps having values in \( L^p_P(\Omega, C([0,T]; H)) \).

The continuity of \( \nabla_x \Lambda(X, t, x) h \) in all variables is immediate. Moreover \( \nabla_X \Lambda(X, t, x) \) is a bounded linear operator in \( L^p_P(\Omega, C([0,T]; H)) \) uniformly in \( X \) and \( t \). Thus it is enough to show that for all fixed \( N \in L^p_P(\Omega, C([0,T]; H)) \) the map \((t, X) \to \nabla_X \Lambda(X, t, x) N\) is continuous. The continuity in \( t \) for \( X \) fixed can be proved exactly as we have done to prove continuity in \( t \) of \( \Lambda(X, t, x) \). It remains to show that the map \( X \to \nabla_X \Lambda(X, t, x) N \) is continuous uniformly in \( t \).

Assume that this is not true; then we can find a sequence \( X_n \to X \) in \( L^p_P(\Omega, C([0,T]; H)) \) for which

\[
\limsup_{n \to t \in [0,T]} \| \nabla_X \Lambda(X^n, t, x) N - \Lambda(X, t, x) N \|_{L^p_P(\Omega, C([0,T]; H))} \neq 0.
\]

Clearly we can always assume that \( X^n_\sigma \to X_\sigma \) for all \( \sigma \in [0, T], \mathbb{P}\text{-a.s.} \). Then

\[
\sup_{t \in [0,T]} \| \nabla_X \Lambda(X^n, t, x) N - \Lambda(X, t, x) N \|_{L^p_P(\Omega, C([0,T]; H))} 
\leq \mathbb{E} \sup_{0 \leq t \leq s \leq T} \left| \int_t^s e^{(s-\sigma)A} \left( \nabla_x F(\sigma, X^n_\sigma) - \nabla_x F(\sigma, X_\sigma) \right) N_\sigma d\sigma \right|^p 
\leq ET^{p-1} \int_0^T \| (\nabla_x F(\sigma, X^n_\sigma) - \nabla_x F(\sigma, X_\sigma)) N_\sigma \|^p d\sigma \to 0
\]

where the last convergence is a direct consequence of the dominated convergence theorem.

The claim of Point 2 now follows directly by [12][Proposition 2.4].

**Proposition 3.2** For every \( \alpha \in [0, 1) \) there exists a family of predictable processes \( \{ \Theta^\alpha(\cdot, t, x) h : h \in H, x \in H, t \in [0,T] \} \) all defined on \( \Omega \times [0,T] \to H \) such that the following holds:
1. The map \( h \rightarrow \Theta^\alpha(\cdot, t, x)h \) is linear and, if \( h \in D(\lambda - A)^\alpha \), then
\[
\Theta^\alpha(s, t, x)h = \begin{cases} 
\nabla_x X(s, t, x) - e^{(s-t)A}h & \text{if } s \in [t, T], \\
0 & \text{if } s \in [0, t).
\end{cases} 
\tag{3.4}
\]

2. The map \((t, x, h) \rightarrow \Theta^\alpha(\cdot, t, x)h\) is continuous \([0, T] \times H \times H \rightarrow L^\infty_p(\Omega; C([0, T]; H))\).

3. There exists a constant \( C_{\theta, \alpha} \) such that
\[
|\Theta^\alpha(\cdot, t, x)h|_{L^\infty_p(\Omega; C([0, T]; H))} \leq C_{\theta, \alpha}|h| \text{ for all } t \in [0, T], x, h \in H. 
\tag{3.5}
\]

**Proof:** For fixed \( t \in [0, T] \) and \( x, h \in H \) consider the equation:
\[
\Theta^\alpha(s, t, x)h = \int_t^s e^{(s-\sigma)A}\nabla_x F(\sigma, X(\sigma, t, x))\Theta^\alpha(\sigma, t, x)h d\sigma \\
+ \int_t^s e^{(s-\sigma)A}\nabla_x F(\sigma, X(\sigma, t, x))(\lambda - A)^\alpha e^{(\sigma-t)A}h d\sigma. 
\tag{3.6}
\]

Notice that
\[
\left| \int_t^s e^{(s-\sigma)A}\nabla_x F(\sigma, X(\sigma, t, x))(\lambda - A)^\alpha e^{(\sigma-t)A}h d\sigma \right| \leq C_F \int_t^s (\sigma - t)^{-\alpha}|h|d\sigma \leq c|h|
\]
for a suitable constant \( c \).

Thus being \( \nabla_x F \) bounded it is immediate to prove that equation (3.6) has \( P \)-almost surely a unique solution in \( C([t, T]; H) \). Moreover extending \( \Theta^\alpha(s, t, x)h = 0 \) for \( s < t \) and considering it as a process we have \( \Theta(\cdot, t, x)h \in L^\infty_p(\Omega; C([0, T]; H)) \) and \( |\Theta^\alpha(\cdot, t, x)h|_{L^\infty_p(\Omega; C([0, T]; H))} \leq C_\alpha|k| \).

The continuity with respect to \( t \) and \( x \) and \( k \) can easily be shown by parameter dependent contraction argument as in the proof of the previous Proposition. Moreover linearity in \( h \) is straight-forward. Finally for all \( k \in D(-A)^\alpha \) setting \( h = (\lambda - A)^\alpha k \) equation (3.1) can be rewritten:
\[
\left( \nabla_x X(s, t, x)(\lambda - A)^\alpha k - e^{(s-t)A}(\lambda - A)^\alpha k \right) = \\
+ \int_t^s e^{(s-\sigma)A}\nabla_x F(\sigma, X(\sigma, t, x))e^{(\sigma-t)A}(\lambda - A)^\alpha k d\sigma \\
+ \int_t^s e^{(s-\sigma)A}\nabla_x F(\sigma, X(\sigma, t, x)) \left( \nabla_x X(\sigma, t, x)(\lambda - A)^\alpha k - e^{(\sigma-t)A}(\lambda - A)^\alpha k \right) d\sigma.
\]

Comparing the above equation with equation (3.6) by a straightforward application of the Gronwall Lemma get \( \Theta^\alpha(s, t, x)k = \left( \nabla_x X(s, t, x) - e^{(s-t)A} \right) (\lambda - A)^\alpha k \) \( P \)-a.s. for all \( s \in [t, T] \).

**Remark 3.3** In the special case \( \alpha = 0 \) relation (3.5) yields that there exists \( C_{\nabla X} \)
\[
|\nabla_x X(\cdot, t, x)h|_{L^\infty_p(\Omega; C([0, T]; H))} \leq C_{\nabla X}|h| \text{ for all } t \in [0, T], x, h \in H 
\tag{3.7}
\]
and consequently, for all \( p \in [1, +\infty) \) there exists a constant \( C_{X,p} \) such that:
\[
|X(\cdot, t, x)|_{L^p_p(\Omega; C([0, T]; H))} \leq C_{X,p}(1 + |x|_H) \text{ for all } t \in [0, T], x \in H. 
\tag{3.8}
\]
3.2 Regularity in the Malliavin sense.

In order to state the following results we need to recall some basic definitions from the Malliavin calculus, mainly to fix notation. We refer the reader to the book [20] for a detailed exposition; the paper [17] treats the extensions to Hilbert space valued random variables and processes.

For every $h \in L^2([0,T];\mathbb{R}^2)$ we denote by $h^i \in L^2(0,T)$, $i = 1, 2$, its components and use the notation

$$W(h) = \int_0^T h(t) \, dW(t) = \int_0^T h^1(t) \, dW^1(t) + \int_0^T h^2(t) \, dW^2(t).$$

Given a Hilbert space $K$, let $S_K$ be the set of $K$-valued random variables $F$ of the form

$$F = \sum_{j=1}^m f_j(W(h_1), \ldots, W(h_n))e_j,$$

where $h_1, \ldots, h_n \in L^2([0,T];\mathbb{R}^2)$, $\{e_j\}$ is a basis of $K$ and $f_1, \ldots, f_m$ are infinitely differentiable functions $\mathbb{R}^n \to \mathbb{R}$ bounded together with all their derivatives. The Malliavin derivative $DF$ of $F \in S_K$ is defined as the process $D_s F = (D^1_s F \, D^2_s F)$, $s \in [0,T]$, where

$$D^i_s F = \sum_{j=1}^m \sum_{k=1}^n \partial_k f_j(W(h_1), \ldots, W(h_n)) h^i_k(s) \, e_j, \quad i = 1, 2.$$

And by $\partial_k$ we denote the partial derivative with respect to the $k$-th variable. Thus $D^i_s F(\omega)$ is an element of $K$ and $DF$ is a process with values in $K^2 := K \times K$, that we will identify with an element of $L^2(\Omega \times [0,T]; K^2)$ with the corresponding norm:

$$\|DF\|^2_{L^2(\Omega \times [0,T]; K^2)} = \mathbb{E} \sum_{i=1}^2 \int_0^T \|D^i_s F\|^2_K \, ds.$$

It is known that the operator $D : S_K \subset L^2(\Omega; K) \to L^2(\Omega \times [0,T]; K^2)$ is closable. We denote by $D^{1,2}(K)$ the domain of its closure, and use the same letter to denote $D$ and its closure:

$$D : D^{1,2}(K) \subset L^2(\Omega; K) \to L^2(\Omega \times [0,T]; K^2).$$

The adjoint operator of $D$,

$$\delta : \text{dom}(\delta) \subset L^2(\Omega \times [0,T]; K^2) \to L^2(\Omega; K),$$

is called Skorohod integral. It is known that $\text{dom}(\delta)$ contains $L^2_\mathbb{P}(\Omega; L^2([0,T]; K^2))$ and the Skorohod integral of a process in this space coincides with the Itô integral. The class $L^{1,2}(K^2)$ is also contained in $\text{dom}(\delta)$, the latter being defined as the space of processes $u \in L^2(\Omega \times [0,T]; K^2)$ such that $u_r \in D^{1,2}(K^2)$ for a.e. $r \in [0,T]$ and there exists a measurable version of $D_s u_r$ satisfying

$$\|u\|^2_{L^{1,2}(K^2)} = \|u\|^2_{L^2(\Omega \times [0,T]; K^2)} + \mathbb{E} \sum_{i=1}^2 \int_0^T \int_0^T \|D^i_s u_r\|^2_K \, dr \, ds < \infty.$$

Moreover, $\|\delta(u)\|^2_{L^2(\Omega; K)} \leq \|u\|^2_{L^{1,2}(K^2)}$. The definition of $L^{1,2}(K)$ for an arbitrary Hilbert space $K$ is entirely analogous; clearly, $L^{1,2}(K)$ is isomorphic to $L^2([0,T]; D^{1,2}(K))$.

Finally we recall that if $F \in D^{1,2}(K)$ is $\mathcal{F}_t$-adapted then $DF = 0$ a.s. on $\Omega \times (t,T)$. 
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Now for \((t, x)\) fixed let us consider again the process \(\{X(s, t, x), s \in [t, T]\}\) solution of the forward equation (2.3). It will be denoted simply by \(\{X_s, s \in [t, T]\}\) or even \(X\). We still agree that \(X_s = x\) for \(s \in [0, t]\). We will soon prove that \(X\) belongs to \(L^{1,2}(H)\). Then it is clear that the equality \(D_\sigma X_s = 0\) \(\mathbb{P}\text{-a.s.}\) holds for a.a. \(\sigma, t, s\) if \(s < t\) or \(\sigma > s\).

In the rest of this section we still assume that Hypothesis 2.1 holds.

**Proposition 3.4** Let \(t \in [0, T]\) and \(x \in H\) be fixed. Then \(X \in L^{1,2}(H)\), and \(\mathbb{P}\text{-a.s.}\) we have, for a.a. \(\sigma, s\) such that \(t \leq \sigma \leq s \leq T,

\[
D_\sigma X_s = (\lambda - A) e^{(s-\sigma)A}b + \int_\sigma^s e^{(s-r)A} \nabla F(r, X_r) \, D_\sigma X_r \, dr,
\]

(3.9)

\[
|D_\sigma X_s| \leq C(s - \sigma)^{\beta - 1}.
\]

(3.10)

Moreover for every \(s \in [0, T]\) we have \(X_s \in D^{1,2}(H)\) and \(DX_s \in L^\infty(\Omega; L^2([0, T]; H^2))\).

Finally, for every \(q \in [2, \infty)\) the map \(s \mapsto X_s\) is continuous from \([0, T]\) to \(L^q(\Omega; H)\) and the map \(s \mapsto DX_s\) is continuous from \([0, T]\) to \(L^q(\Omega; L^2([0, T]; H^2))\).

**Proof.** For simplicity of notation we write the proof for the case \(t = 0\). Thus,

\[
X_s = e^{sA} x + \int_0^s e^{(s-r)A} F(r, X_r) \, dr + \int_0^s (\lambda - A)^{1-\beta} e^{(s-r)A} (\lambda - A)^{\beta} b \, dW_r \quad s \in [0, T].
\]

(3.11)

We set \(J_n = n(n - A)^{-1}\) and we consider the approximating equation

\[
X^n_s = e^{sA} x + \int_0^s e^{(s-r)A} F(r, X^n_r) \, dr + \int_0^s (\lambda - A)^{1-\beta} e^{(s-r)A} (\lambda - A)^{\beta} J_n b \, dW_r,
\]

(3.12)

\[
= e^{sA} x + \int_0^s e^{(s-r)A} F(r, X^n_r) \, dr + \int_0^s e^{(s-r)A} (\lambda - A) J_n b \, dW_r, \quad s \in [0, T].
\]

Since \((\lambda - A)J_n\) is a linear bounded operator in \(H\), we can apply Proposition 3.5 of [12] and conclude that \(X^n \in L^{1,2}(H)\), and that \(\mathbb{P}\text{-a.s.}\) we have, for a.a. \(\sigma, s\) such that \(0 \leq \sigma \leq s \leq T,

\[
D_\sigma X^n_s = (\lambda - A) e^{(s-\sigma)A} J_n b + \int_\sigma^s e^{(s-r)A} \nabla F(r, X^n_r) \, D_\sigma X^n_r \, dr.
\]

(3.13)

Since

\[
|\lambda - A| e^{(s-\sigma)A} J_n b | \leq |(\lambda - A)^{1-\beta} e^{(s-r)A}||J_n|| |(\lambda - A)^{\beta} b| \leq C(s - r)^{\beta - 1},
\]

by the boundedness of \(\nabla F\) and the Gronwall lemma it is easy to deduce that \(D_\sigma X^n_s \leq C(s - \sigma)^{\beta - 1}\). In particular it follows that \(DX^n\) is bounded in the space \(L^2(\Omega \times [0, T] \times [0, T]; H^2)\).

Substracting (3.12) from (3.11) and using the Lipschitz character of \(F\) we obtain

\[
E|X^n_s - X_s|^2 \leq C \int_0^s E|X^n_r - X_r|^2 \, dr + C \int_0^s |(\lambda - A)^{1-\beta} e^{(s-r)A} (\lambda - A)^{\beta} (J_n b - b)|^2 \, dr.
\]

The last integral can be estimated by

\[
C \int_0^s (s - r)^{2\beta - 2} \, dr |(J_n - I)(\lambda - A)^{\beta} b|^2 \leq C |(J_n - I)(\lambda - A)^{\beta} b|^2,
\]

which tends to zero, by well-known properties of the operators \(J_n\). If follows from the Gronwall lemma that \(\sup_n E|X^n_s - X_s|^2 \to 0\) and in particular \(X^n \to X\) in \(L^2(\Omega \times [0, T]; H^2)\).

The boundedness of the sequence \(DX^n\) proved before and the closedness of the operator \(D\) imply that \(X \in L^{1,2}(H)\) and that \(DX^n \to DX\) weakly in the space \(L^2(\Omega \times [0, T] \times [0, T]; H^2)\).
Suppose that Proposition 3.5 be deduced from generalization of some results obtained in [21] to the infinite-dimensional case, the Ito formula does not apply. Nevertheless, the following result holds true. Its proof could case, the process adapted to arbitrary interval of the form $[0, T]$. We do not require that convergence takes place uniformly in time. This definition is easily obtained.

We note that for any fixed $s \in [0, T]$, the estimate $|D_s X^n_s| \leq C(s - \sigma)^{\beta - 1}$ also shows that $DX^n_s$ is bounded in the space $L^2(\Omega \times [0, T]; H^2)$. Arguing as before we conclude that $X_s \in D^{1,2}(H)$ for every $s$. The estimate (3.10) implies that $DX_s \in L^\infty(\Omega; L^2([0, T]; H^2))$.

It remains to prove the continuity statements. The continuity of the map $s \to X_s$ with values in $L^q(\Omega; H)$ follows immediately from Proposition 2.4. To prove the continuity of $s \to DX_s$ as a map $[0, T] \to L^q(\Omega; L^2([0, T]; H^2))$ we fix $s \in [0, T]$ and let $s^n_+ \downarrow s$, $s^n_- \uparrow s$. Then from (3.9) we obtain

$$
\int_0^T |D_s X^n_{s^n_+} - D_s X^n_{s^n_-}|^2 d\sigma \leq 2 \int_0^T |(\lambda - A)((e^{(s^n_+ - \sigma)}A_{1_{\sigma < s^n_+}} - e^{(s^n_- - \sigma)}A_{1_{\sigma < s^n_-}})b|^2 d\sigma
$$

$$
+ 2 \int_0^T \int_{\sigma}^{s^n_+} e^{(s^n_+ - r)}A\nabla F(r, X_r) D_s X_r dr - \int_\sigma^{s^n_-} e^{(s^n_- - r)}A\nabla F(r, X_r) D_s X_r dr \bigg| d\sigma
$$

$$
=: I_1 + I_2.
$$

Clearly, $I_1$ is deterministic and we have

$$
I_1 = 2 \int_{s^n_+}^{s^n_-} |(\lambda - A)e^{(s^n_+ - \sigma)}A b|^2 d\sigma \leq 2 \int_0^{s^n_-} |(\lambda - A)(e^{(s^n_+ - \sigma)}A - I)e^{(s^n_- - \sigma)}A b|^2 d\sigma
$$

$$
\leq C \int_{s^n_+}^{s^n_-} (s^n_+ - \sigma)^{2\beta - 2} d\sigma |(\lambda - A)b|^2 + C \int_0^{s^n_-} (s^n_- - \sigma)^{2\beta - 2} d\sigma |(e^{(s^n_+ - \sigma)}A - I)(\lambda - A)b|^2
$$

which shows that $I_1 \to 0$ as $n \to \infty$. In a similar way, using (3.10) and the dominated convergence theorem, one can show that $\mathbb{E}[I_2|^q \to 0$ and the required continuity follows. 

We still set $X_s = X(s, 0, x)$, for simplicity. Given a function $w : [0, T] \times H \to \mathbb{R}$, we investigate the existence of the joint quadratic variation of the process $\{w(s, X_s), s \in [0, T]\}$ with $W^j$, $j = 1, 2$, on an interval $[0, s] \subset [0, T]$. As usual, this is defined as the limit in probability of

$$
\sum_{i=1}^n (w(s_i, X_{s_i}) - w(s_{i-1}, X_{s_{i-1}}))(W^j_{s_i} - W^j_{s_{i-1}})
$$

where $\{s_i\}, 0 = s_0 < s_1 < \cdots < s_n = s$ is an arbitrary subdivision of $[0, s]$ whose mesh tends to 0. We do not require that convergence takes place uniformly in time. This definition is easily adapted to arbitrary interval of the form $[t, s] \subset [0, T]$. Existence of the joint quadratic variation is not trivial. Indeed, due to the occurrence of convolution type integrals in the definition of mild solution, it is not obvious that the process $X$ is a semimartingale. Moreover, even in this case, the process $w(\cdot, X)$ might fail to be a semimartingale if $w$ is not twice differentiable, since the Ito formula does not apply. Nevertheless, the following result holds true. Its proof could be deduced from generalization of some results obtained in [21] to the infinite-dimensional case, but we prefer to give a simpler direct proof.

**Proposition 3.5** Suppose that $w \in C([0, T] \times H; \mathbb{R})$ is Gâteaux differentiable with respect to $x$, and that for every $s < T$ there exist constants $K$ and $m$ (possibly depending on $s$) such that

$$
|w(t, x)| \leq K(1 + |x|^m), \quad |\nabla w(t, x)| \leq K(1 + |x|^m), \quad t \in [0, s], \quad x \in H.
$$

Assume that for every $t \in [0, T)$, $x \in H$ the linear operator $k \to \nabla w(t, x)(\lambda - A)^{1-\beta}k$ (a priori defined for $k \in D((-A)^{1-\beta})$) has an extension to a bounded linear operator $H \to \mathbb{R}$, that we denote by $[\nabla w(\lambda - A)^{1-\beta}](t, x)$. 
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Moreover assume that the map \((t, x, k) \rightarrow [\nabla w(\lambda - A)^{1-\beta}](t, x)k\) is continuous \([0, T] \times H \rightarrow \mathbb{R}\).

For \(t \in [0, T], \ x \in H, \) let \(\{X(s, t, x), \ s \in [t, T]\}\) be the solution of equation (2.3). Then the process \(\{w(s, X(s, t, x)), \ s \in [t, T]\}\) admits a joint quadratic variation process with \(W^j, \ j = 1, 2,\) on every interval \([t, s] \subset [t, T]\), given by

\[
\int_t^s [\nabla w(\lambda - A)^{1-\beta}](r, X(r, t, x)) (\lambda - A)^\beta b^j \ dr.
\]

**Proof.** For simplicity we write the proof for the case \(t = 0,\) and we write \(X_s = X(s, 0, x),\ w_s = w(s, X_s).\) It follows from the assumptions that the map \((t, x, h) \rightarrow \nabla w(t, x)h\) is also continuous on \([0, T] \times H \times H.\) By the chain rule for the Malliavin derivative operator (see [12] for details), it follows that for every \(s < T\) we have \(w_s \in D^{1,2}(\mathbb{R})\) and \(Dw_s = \nabla w(s, X_s)DX_s.\)

Let us now compute the joint quadratic variation of \(w\) and \(W^j\) on a fixed interval \([0, s] \subset [0, T].\) Let \(0 = s_0 < s_1 < \cdots < s_n = s\) be a subdivision of \([0, s] \subset [0, T]\) with mesh \(\delta = \max(s_i - s_{i-1}).\) By well-known rules of Malliavin calculus (see [21], Theorem 3.2, or [17], Proposition 2.11) we have

\[
(w_i - w_{i-1})(W_j^i - W_{j-1}^i) = (w_i - w_{i-1})\int_{s_{i-1}}^{s_i} dW_j^i
\]

where we use the symbol \(dW\) to denote the Skorohod integral. We note that \(D_\sigma w_{s_{i-1}} = 0\) for \(\sigma > s_{i-1}.\) Therefore setting \(U_\delta(\sigma) = \sum_{i=1}^n (w_i - w_{i-1}) 1_{(s_{i-1}, s_i]}(\sigma)\) we obtain

\[
\sum_{i=1}^n (w_i - w_{i-1})(W_j^i - W_{j-1}^i) = \int_0^s U_\delta(\sigma) dW_j^\sigma + \sum_{i=1}^n \int_{s_{i-1}}^{s_i} \nabla w(s_i, X_{s_i}) D_\sigma^2 X_{s_i} d\sigma.
\]

Recalling (3.9) we obtain

\[
\sum_{i=1}^n (w_i - w_{i-1})(W_j^i - W_{j-1}^i) = \int_0^s U_\delta(\sigma) dW_j^\sigma + \sum_{i=1}^n \int_{s_{i-1}}^{s_i} \nabla w(s_i, X_{s_i}) (\lambda - A) e^{(s_i - \sigma)A} b^j d\sigma
\]

\[
+ \sum_{i=1}^n \int_{s_{i-1}}^{s_i} \nabla w(s_i, X_{s_i}) \sigma \int_{s_i}^{s_{i-1}} e^{(s_i - r)A} \nabla F(r, X_r) D_\sigma X_r d\sigma =: I_1 + I_2 + I_3.
\]

Now let the mesh \(\delta\) tend to 0.

Using the continuity properties of the maps \(s \rightarrow X_s\) and \(s \rightarrow DX_s\) stated in Proposition 3.4, taking into account the continuity properties of \(w\) and \(\nabla w\), the estimate (3.14) and the chain rule \(Dw_s = \nabla w(s, X_s)DX_s\), it is easy to show that the map \(s \rightarrow w_s = w(s, X_s)\) is continuous from \([0, T]\) to \(D^{1,2}(\mathbb{R}).\) It follows that \(U_\delta \rightarrow 0\) in \(L^{1,2}(\mathbb{R}) = L^2([0, T]; D^{1,2}(\mathbb{R})).\) By the continuity of the Skorohod integral we conclude that \(I_1 \rightarrow 0\) in \(L^2(\Omega; \mathbb{R}).\)

According to the definition of the function \([\nabla w(\lambda - A)^{1-\beta}]\) the second term can be written

\[
I_2 = \sum_{i=1}^n [\nabla w(\lambda - A)^{1-\beta}] (s_i, X_{s_i}) \int_{s_{i-1}}^{s_i} e^{(s_i - \sigma)A} (\lambda - A)^\beta b^j d\sigma
\]

\[
= \sum_{i=1}^n [\nabla w(\lambda - A)^{1-\beta}] (s_i, X_{s_i}) (\lambda - A)^\beta b^j (s_i - s_{i-1})
\]

\[
+ \sum_{i=1}^n [\nabla w(\lambda - A)^{1-\beta}] (s_i, X_{s_i}) \int_{s_{i-1}}^{s_i} (e^{(s_i - \sigma)A} - I) (\lambda - A)^\beta b^j d\sigma.
\]
We note that for every \( i \),
\[
\sup_{\sigma \in [s_{i-1}, s_i]} |(e^{(s_i - \sigma)A} - I)(\lambda - A)^j b_j| \leq \sup_{\sigma \in [0, \delta]} |(e^{\sigma A} - I)(\lambda - A)^j b_j| \to 0,
\]
as \( \delta \to 0 \), by the strong continuity of the semigroup. From the continuity properties of \([\nabla w(\lambda - A)^{1-j}]\) and the continuity of the paths of \( X \) it follows that
\[
I_2 \to \int_0^s \nabla w(\lambda - A)^{1-j}(r, X_r)(\lambda - A)^j b_j \, dr, \quad \mathbb{P} - a.s.
\]
Using the estimate (3.10) and the boundedness of \( \nabla F \) we obtain
\[
|I_3| \leq C \sum_{i=1}^n |\nabla w(s_i, X_{s_i})| \int_{s_{i-1}}^{s_i} (r - \sigma)^{j-1} \, dr \, d\sigma \leq C \sum_{i=1}^n |\nabla w(s_i, X_{s_i})|(s_i - s_{i-1})\delta^j.
\]
It follows that \( I_3 \to 0 \), \( \mathbb{P} \)-a.s., by the continuity properties of \( \nabla w \) and the continuity of the paths of \( X \).

\[\square\]

4 The backward stochastic differential equation

We consider the following backward stochastic differential equation:
\[
\begin{aligned}
\left\{ \begin{array}{l}
    dY_s = \Psi(s, X(s, t, x), Z_s) \, ds + Z_s \, dW_s, \quad s \in [0, T], \\
    Y_T = \Phi(X(T, t, x)),
\end{array} \right.
\end{aligned}
\]
for unknown processes \( Y, Z \) in \( \mathbb{R} \) and \( \mathbb{R}^2 \) respectively. The equation is understood in the usual way: \( \mathbb{P} \)-a.s.,
\[
Y_s + \int_s^T Z_r \, dW_r = \Phi(X(T, t, x)) - \int_s^T \Psi(r, X(r, t, x), Z_r) \, dr, \quad s \in [0, T],
\]
but we will use the shortened notation above for equation (4.1) and similar equations to follow. In (4.1) and (4.2), \( t \in [0, T] \) and \( x \in H \) are given and the process \( X(t, t, x) \) is the solution of (2.3), with the convention that \( X(s, t, x) = x \) for \( s \in [0, t) \).

Proposition 4.1 1) For all \( x \in H, t \in [0, T] \) and \( p \in [2, \infty) \) there exists a unique pair of processes \( (Y, Z) \) with \( Y \in L^p_p(\Omega, C([0, T], \mathbb{R})) \), \( Z \in L^p_p(\Omega, L^2([0, T], \mathbb{R}^2)) \) solving (4.1); in the following we denote such a solution by \( (Y(\cdot, t, x), Z(\cdot, t, x)) \).

2) The map \( (t, x) \to (Y(\cdot, t, x), Z(\cdot, t, x)) \) is continuous from \( [0, T] \times H \) to \( L^p_p(\Omega, C([0, T], \mathbb{R})) \times L^p_p(\Omega, L^2([0, T], \mathbb{R}^2)) \).

3) For all \( t \in [0, T] \) the map \( x \to (Y(\cdot, t, x), Z(\cdot, t, x)) \) is Gâteaux differentiable as a map from \( H \) to \( L^p_p(\Omega, C([0, T], \mathbb{R})) \times L^p_p(\Omega, L^2([0, T], \mathbb{R}^2)) \); moreover the map \( (t, x, h) \to (\nabla_x Y(\cdot, t, x)h, \nabla_x Z(\cdot, t, x)h) \) is continuous from \( [0, T] \times H \times H \) to \( L^p_p(\Omega, C([0, T], \mathbb{R})) \times L^p_p(\Omega, L^2([0, T], \mathbb{R}^2)) \).

4) The following equation holds for all \( t \in [0, T], x, h \in H \).
\[
\begin{aligned}
\left\{ \begin{array}{l}
    d \nabla_x Y(s, t, x)h = \nabla_x \Psi(s, X(s, t, x), Z(s, t, x)) \nabla_x X(s, t, x)h \, ds \\
    \quad + \nabla_x \Psi(s, X(s, t, x)) \nabla_x Z(s, t, x)h \, ds + \nabla_x Z(s, t, x)h \, dW_s, \\
    \nabla_x Y(T, t, x)h = \nabla_x \Phi(X(T, t, x)) \nabla_x X(T, t, x)h, \quad s \in [t, T].
\end{array} \right.
\end{aligned}
\]
**Proof.** The claim follows directly from Proposition 4.8 in [12], from Proposition 3.1 above and from the chain rule (in the form stated in Lemma 2.1 of [12]). □

**Remark 4.2** The inequality (3.8), together with the inequality (4.9) in [12], implies that there exists a constant $C_{Y,p}$ such that for all $t \in [0, T]$ and $x \in H$

$$
\mathbb{E} \sup_{s \in [0,T]} |Y(s,t,x)|^p + \mathbb{E} \left( \int_0^T |Z(s,t,x)|^2 ds \right)^{p/2} \leq C_{Y,p}(1 + |x|)^{2p}.
$$

**Remark 4.3** $Y(t,t,x)$ is adapted both to the $\sigma$-field $\sigma\{W_s : s \in [0,t]\}$ and to the $\sigma$-field $\sigma\{W_s - W_t : s \in [t,T]\}$. Thus $Y(t,t,x)$ and $\nabla Y(t,t,x)h, x, h \in H$ are deterministic.

Proposition 3.2 yields the following further regularity result.

**Proposition 4.4** For every $\alpha \in [0,1/2)$, $p \in [2, \infty)$ there exist two families of processes

$$
\{P^\alpha(s,t,x)k : s \in [0,T]\} \text{ and } \{Q^\alpha(s,t,x)k : s \in [0,T]\}; \quad t \in [0,T), \ x \in H, \ k \in H
$$

with $P^\alpha(\cdot,t,x)k \in L^p_p(\Omega, C([0,T], \mathbb{R}))$ and $Q^\alpha(\cdot,t,x)k \in L^p_p(\Omega, L^2([0,T], \mathbb{R}^2))$ such that if $k \in D(-A)^{\alpha}$, $t \in [0,T)$, $x \in H$, then $\mathbb{P}$-a.s.

$$
P^\alpha(s,t,x)k = \begin{cases}
\nabla_x Y(s,t,x)(\lambda - A)^{\alpha}k & \text{for all } s \in [t,T], \\
\nabla_x Y(t,t,x)(\lambda - A)^{\alpha}k & \text{for all } s \in (0,t),
\end{cases} \quad (4.4)
$$

$$
Q^\alpha(s,t,x)k = \begin{cases}
\nabla_x Z(s,t,x)(\lambda - A)^{\alpha}k & \text{for a.e. } s \in [t,T], \\
0 & \text{if } s \in (0,t).
\end{cases} \quad (4.5)
$$

Moreover the map $(t,x,k) \to P^\alpha(\cdot,t,x)k$ is continuous from $[0,T) \times H \times H$ to $L^p_p(\Omega, C([0,T], \mathbb{R}))$ and the map $(t,x,k) \to Q^\alpha(\cdot,t,x)k$ is continuous from $[0,T) \times H \times H$ to $L^p_p(\Omega, L^2([0,T], \mathbb{R}^2))$ and both maps are linear with respect to $k$.

Finally there exists a constant $C_{Y,\alpha,p}$ such that

$$
\mathbb{E} \sup_{s \in [0,T]} |P^\alpha(s,t,x)k|^p_H + \mathbb{E} \left( \int_0^T |Q^\alpha(s,t,x)k|^2_{(\mathbb{R}^2)} ds \right)^{p/2} \leq C_{Y,\alpha,p}(T-t)^{-\alpha p}(1 + |x|)^{2p}.
$$

**Proof.** Let, for $t \in [0,T], x \in H, k \in D(-A)^{\alpha}$, $P^\alpha(\cdot,t,x)k$ and $Q^\alpha(\cdot,t,x)k$ be defined by (4.4) and (4.5) respectively.

By Proposition 4.1 the map $k \to (P^\alpha(\cdot,t,x)k, Q^\alpha(\cdot,t,x)k)$ is a bounded linear operator from $D(-A)^{\alpha}$ to $L^p_p(\Omega, C([0,T], \mathbb{R})) \times L^p_p(\Omega, L^2([0,T], \mathbb{R}^2))$. Moreover $(P^\alpha(\cdot,t,x)k, Q^\alpha(\cdot,t,x)k)$ solves the equation

$$
\begin{cases}
dP^\alpha(s,t,x)k = 1_{[t,T]}(s)\nabla_x \Psi(s, X(s,t,x), Z(s,t,x)) \nabla_x X(s,t,x)(\lambda - A)^{\alpha}k ds \\
+ \nabla_x \Psi(s, X(s,t,x), Z(s,t,x)) Q^\alpha(s,t,x)k ds + Q^\alpha(s,t,x)k dW_s,
\end{cases} \quad (4.7)
$$

$$
P^\alpha(T,t,x)k = \nabla_x \Psi(T,T,x)) \nabla_x X(T,t,x)(\lambda - A)^{\alpha}k, \quad s \in [t,T].
$$

By (3.4) equation (4.7) can be rewritten

$$
\begin{cases}
dP^\alpha(s,t,x)k = \nu(s,t,x)k ds + \nabla_x \Psi(s, X(s,t,x), Z(s,t,x)) Q^\alpha(s,t,x)k ds + Q^\alpha(s,t,x)k dW_s \\
P^\alpha(T,t,x)k = \eta(t,x)k, \quad s \in [0,T],
\end{cases} \quad (4.8)
$$
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\[
\nu(s, t, x) = |1_{[t, T]}(s)\nabla_x \Psi(s, X(s, t, x), Z(s, t, x)) \left( \Theta^\alpha(s, t, x)k + (\lambda - A)^\alpha e^{(s-t)A}k \right),
\]
\[
\eta(t, x) = \nabla_x \Phi(X(T, t, x)) \left( \Theta^\alpha(T, t, x)k + (\lambda - A)^\alpha e^{(T-t)A}k \right).
\]

Now we choose arbitrary \( k \in H \) and notice that \( \nu(s, t, x)k \) and \( \eta(t, x)k \) can still be defined by the above formulae. Remark 2.7, and relations (2.4), (3.5) yield:

\[
\begin{align*}
\mathbb{E}\left( \int_0^T |\nu(s, t, x)k|^2 ds \right)^{p/2} &\leq c_1 \mathbb{E}\left( \int_0^T (1 + |X(s, t, x)|)^2 (|\Theta^\alpha(s, t, x)k| + (s - t)^{-\alpha}|k|_H^2)^2 ds \right)^{p/2} \\
&\leq c_2 \left[ (T - t)^{p/2} + (T - t)^{(1-2\alpha)p/2} \right] (1 + |x|)^p |k|^p \leq c_3 (1 + |x|)^p |k|^p,
\end{align*}
\]

where \( c_1, c_2 \) and \( c_3 \) are suitable constants independent on \( t, x, k \). In the same way

\[
\begin{align*}
\mathbb{E}|\eta(t, x)k|^p &\leq c_4 \mathbb{E}\left( (1 + |X(T, t, x)|) \left( |\Theta^\alpha(T, t, x)k| + (T - t)^{-\alpha}|k|_H \right)^p \\
&\leq c_5 (T - t)^{-p\alpha} (1 + |x|)^p |k|^p.
\end{align*}
\]

By Proposition 4.3 in [12], for all \( k \in H \) there exists a unique pair \((P^\alpha(\cdot, t, x)k, Q^\alpha(\cdot, t, x)k)\) belonging to \( L_p^p(\Omega, C([0, T], \mathbb{R})) \times L_p^p(\Omega, L^2([0, T], \mathbb{R})) \) and solving equation (4.8); moreover (4.6) holds. The map \( k \mapsto (P^\alpha(\cdot, t, x)k, Q^\alpha(\cdot, t, x)k) \) is clearly linear, so we can conclude that the required extension exists. To prove its continuity, by the estimate (4.6) it is sufficient to show its continuity with respect to \( t \) and \( x \) for any fixed \( k \in H \). Again by Proposition 4.3 in [12], it is enough to prove that for all \( k \in H, t_n \to t \in [0, T), x_n \to x \in H \) and all \( q \in L_p^p(\Omega, L^2([0, T], \mathbb{R}^2)) \) letting

\[
I_1 := \mathbb{E}\left( \int_0^T |(\nabla_x \Psi(s, X^n_s, Z^n_s) - \nabla_x \Psi(s, X_s, Z_s)) q_s|^2 ds \right)^{p/2}, \quad (4.9)
\]
\[
I_2 := \mathbb{E}\left( \int_0^T |\nu(s, t_n, x_n)h - \nu(s, t, x)h|^2 ds \right)^{p/2}, \quad (4.10)
\]
\[
I_3 := \mathbb{E}|\eta(t_n, x_n)k - \eta(t, x)k|^p, \quad (4.11)
\]

where \( X^n_s = X(s, t_n, x_n), Z^n_s = Z(s, t_n, x_n) \), then \( I_i \to 0, n \to \infty, i = 1, 2, 3 \). Notice that, for all \( p \geq 1, X^n \to X(\cdot, t, x) \) in \( L_p^p(\Omega, C([0, T], H)) \) and \( Z^n \to Z(\cdot, t, x) \) in \( L_p^p(\Omega, L^2([0, T], \mathbb{R}^2)) \).

Thus from each subsequence in \( \mathbb{N} \) we can extract a subsequence \( \{n_i : i \in \mathbb{N}\} \) for which \( \sum_i |X^{n_i} - X(\cdot, t, x)|_{L_p^p(\Omega, C([0, T], H))} < \infty \), and therefore the series \( \sum_i (X^{n_i} - X(\cdot, t, x)) \) converges, \( \mathbb{P}\)-a.s. for all \( s \in [0, T] \), to an element \( X^* \) of \( L_p^p(\Omega, C([0, T], H)) \) for which, \( \mathbb{P}\)-a.s., \( |X_s^*|_H \leq |X(s, t, x)|_H + |X_s|_H \) for \( s \in [0, T] \). Similarly, there exists \( Z^* \in L_p^p(\Omega, L^2([0, T], \mathbb{R}^2)) \) such that \( |Z_s^*|_{\mathbb{R}^2} \leq |Z(s, t, x)|_{\mathbb{R}^2} + |Z_s|_{\mathbb{R}^2} \), \( \mathbb{P}\)-a.s. for almost all \( s \in [0, T] \).

To prove (4.9) it is enough to notice that from each subsequence in \( \mathbb{N} \) we can extract a subsequence \( \{n_i : i \in \mathbb{N}\} \) as described above and by the dominated convergence theorem we have

\[
E\left( \int_0^T |(\nabla_x \Psi(s, X^n_s, Z^n_s) - \nabla_x \Psi(s, X_s, Z_s)) q_s|^2 ds \right)^{p/2} \to 0.
\]

To prove (4.10) we define:

\[
V^n_s = 1_{[t_n, T]}(s) \left( \Theta^\alpha(s, t_n, x_n)k + (\lambda - A)^\alpha e^{(s-t_n)A}k \right),
\]
\[
V_s = 1_{[t, T]}(s) \left( \Theta^\alpha(s, t, x)k + (\lambda - A)^\alpha e^{(s-t)A}k \right),
\]
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and notice that $\nu(s, t_n, x_n) = \nabla_x \Psi(s, X^n_s, Z^n_s)V^n_s$ and $\nu(s, t, x) = \nabla_x \Psi(s, X_s, Z_s)V_s$. Then

$$I_2 \leq 2^{p-1} \mathbb{E} \left( \int_0^T \left| (\nabla_x \Psi(s, X^n_s, Z^n_s) - \nabla_x \Psi(s, X_s, Z_s))V_s \right|^2 ds \right)^{p/2}$$

$$+ 2^{p-1} \mathbb{E} \left( \int_0^T \left| \nabla_x \Psi(s, X^n_s, Z^n_s)(V^n_s - V_s) \right|^2 ds \right)^{p/2}$$

$$= I_{21} + I_{22}.$$

Taking into account the inequalities $|\nabla_x \Psi(s, x, z)| \leq c(1 + |x|)$ and $|V_s| \leq c \mathbb{1}_{[t, T]}(s)(1 + (t - s)^{-\alpha})$, and applying the estimate (2.4) (with $\alpha = 0$) to $X$ and $X^n$, $I_{21}$ can be shown to tend to zero as it was done for $I_1$. To show that $I_{22} \to 0$, by the Hölder inequality it is sufficient to show that $\nabla_x \Psi(\cdot, X^n, Z^n)$ is bounded in $L^p_p(\Omega, L^r([0, T], H^*))$ for every $p, r \in [2, \infty)$ and that $V^n \to V$ in $L^p_p(\Omega, L^2([0, T], H))$ for every $p \in [2, \infty)$ and for some $q > 2$. The required boundedness of $\nabla_x \Psi(\cdot, X^n, Z^n)$ follows immediately from the inequality $|\nabla_x \Psi(s, x, z)| \leq c(1 + |x|)$ and the estimate (2.4) (with $\alpha = 0$). To prove that $V^n \to V$ in the required norm we first note that

$$\mathbb{E} \left( \int_0^T \left| 1_{[t, T]}(s)\Theta^{\alpha}(s, t_n, x_n)k - 1_{[t, T]}(s)\Theta^{\alpha}(s, t, x)k \right|^2 ds \right)^{p/q} \to 0$$

since the map $(t, x) \to \Theta^{\alpha}(\cdot, t, x)k$ is continuous with values in $L^p_p(\Omega, C([0, T], H))$. So to conclude the proof that $I_{22} \to 0$ it remains to show that

$$1_{[t_n, T]}(\cdot) (\lambda - A)^{\alpha}e^{(-t_n)A}k \to 1_{[t, T]}(\cdot) (\lambda - A)^{\alpha}e^{(-t)A}k$$

in $L^q([0, T]; H)$ for some $q > 2$. To this end we note that for all $t_n^+ \searrow t$, $t_n^- \nearrow t$, $x_n^+ \to x$, $x_n^- \to x$ we have

$$\int_0^T \left| (\lambda - A)^{\alpha} \left( 1_{[t_n, T]}(s)e^{(s-t_n)A} - 1_{[t_n, T]}(s)e^{(s-t_n^+)A} \right) k \right|^q ds$$

$$= \int_{t_n^+}^{t_n^-} \left| (\lambda - A)^{\alpha}e^{(s-t_n)A}k \right|^q ds + \int_{t_n^-}^T \left| (\lambda - A)^{\alpha}e^{(s-t_n^+)A} \left( e^{(t_n^+ - t_n)A} - I \right) k \right|^q ds$$

$$\leq \|k\|^q \int_{t_n^+}^{t_n^-} (s - t_n)^{-\alpha} ds + \left( e^{(t_n^+ - t_n)A} - I \right) \int_{t_n^-}^T (s - t_n)^{-\alpha} ds \to 0,$$

provided $q$ is sufficiently close to 2, since $\alpha < 1/2$.

Finally, the proof of (4.11) is similar to the proof of (4.10). \hfill \square

**Corollary 4.5** Setting $v(t, x) = Y(t, t, x)$, we have $v \in C([0, T] \times H; \mathbb{R})$ and there exists a constant $C$ such that $|v(t, x)| \leq C(1 + |x|)^2$, $t \in [0, T]$, $x \in H$. Moreover $v$ is Gâteaux differentiable with respect to $x$ on $[0, T] \times H$ and the map $(t, x, h) \to \nabla v(t, x)h$ is continuous.

For all $\alpha \in [0, 1/2)$, $t \in [0, T)$ and $x \in H$ the linear operator $k \to \nabla v(t, x)(\lambda - A)^{\alpha}k - a$ priori defined for $k \in D((-A)^{\alpha})$ has an extension to a bounded linear operator $H \to \mathbb{R}$, that we denote by $[\nabla v(\lambda - A)^{\alpha}] (t, x)$.

Finally the map $(t, x, k) \to [\nabla v(\lambda - A)^{\alpha}] (t, x)k$ is continuous $[0, T] \times H \times H \to \mathbb{R}$ and there exists $C_{v, \alpha}$ for which:

$$|\nabla v(\lambda - A)^{\alpha}] (t, x)k| \leq C_{v, \alpha}(T - t)^{-\alpha}(1 + |x|_H)|k|_H, \quad t \in [0, T), \; x, k \in H.$$  \hspace{1cm} (4.12)

**Proof.** We recall that $Y(t, t, x)$ is deterministic.
Since the map \((t, x) \to Y(\cdot, t, x)\) is continuous with values in \(L^p(\Omega, C([0, T], \mathbb{R}))\), \(p \geq 2\), then the map \((t, x) \to Y(t, t, x)\) is continuous with values in \(L^p(\Omega, \mathbb{R})\) and so the map \((t, x) \to \mathbb{E}Y(t, t, x) = Y(t, t, x) = v(t, x)\) is continuous with values in \(\mathbb{R}\).

Similarly, \(\nabla_x v(t, x) = \mathbb{E} \nabla_x Y(t, t, x)\) exists and has the required continuity properties, by Proposition 4.1.

Next we notice that \(P^\alpha(t, t, x)k = \nabla_x Y(t, t, x)(\lambda - A)^\alpha k\). The existence of the required extensions and its continuity are direct consequences of Proposition 4.4. Finally the estimate (4.12) follows from (4.6).

**Remark 4.6** It is evident by construction that the law of \(Y(\cdot, t, x)\) and consequently the function \(v\) depends on the law of the Wiener process \(W\) but not on the particular probability \(\mathbb{P}\) and Wiener process \(W\) we have chosen.

**Corollary 4.7** For every \(t \in [0, T], x \in H\) we have, \(\mathbb{P}\)-a.s.,

\[
Y(s, t, x) = v(s, X(s, t, x)), \quad \text{for all } s \in [t, T], \quad (4.13)
\]

\[
Z(s, t, x) = [\nabla v(\lambda - A)^{1-\beta}](s, X(s, t, x)) \left(\lambda - A\right)^\beta b, \quad \text{for almost all } s \in [t, T]. \quad (4.14)
\]

**Proof.** We start from the well-known equality: for \(0 \leq t \leq r \leq T\), \(\mathbb{P}\)-a.s.,

\[
X(s, t, x) = X(s, r, X(r, t, x)), \quad \text{for all } s \in [r, T].
\]

It follows easily from the uniqueness of the backward equation (4.1) that \(\mathbb{P}\)-a.s.,

\[
Y(s, t, x) = Y(s, r, X(r, t, x)), \quad \text{for all } s \in [r, T].
\]

Setting \(s = r\) we arrive at (4.13).

To prove (4.14) we note that it follows immediately from the backward equation (4.1) that the joint quadratic variation of \(\{Y(s, t, x), s \in [t, T]\}\) and \(W^j\) \((j = 1, 2)\) on an arbitrary interval \([t, s] \subset [t, T]\) is equal to \(\int_t^s Z^j_t \, dr\). By (4.13) the same result can be obtained by considering the joint quadratic variation of \(\{v(s, X(s, t, x)), s \in [t, T]\}\) and \(W^j\). An application of Proposition 3.5 (whose assumptions hold true by Corollary 4.5) leads to the identity

\[
\int_t^s Z^j_t \, dr = \int_t^s [\nabla v(\lambda - A)^{1-\beta}](r, X(r, t, x)) \left(\lambda - A\right)^\beta b^j \, dr,
\]

and (4.14) is proved. \(\Box\)

### 5 The Hamilton-Jacobi-Bellman equation

Let us consider again the solution \(X(s, t, x)\) of equation (2.2) and denote by \(P_{t,s}\) its transition semigroup:

\[
P_{t,s}[\phi](x) = \mathbb{E} \phi(X(s, t, x)), \quad x \in H, \quad 0 \leq t \leq s \leq T,
\]

for any bounded measurable \(\phi : H \to \mathbb{R}\). We note that by the estimate (2.4) (with \(\alpha = 0\)) this formula is meaningful for every \(\phi\) with polynomial growth. In the following \(P_{t,s}\) will be considered as an operator acting on this class of functions.

Let us denote by \(\mathcal{L}_t\) the generator of \(P_{t,s}\), formally:

\[
\mathcal{L}_t[\phi](x) = \frac{1}{2} \langle \nabla^2 \phi(x)(\lambda - A)b^1, (\lambda - A)b^1 \rangle + \frac{1}{2} \langle \nabla^2 \phi(x)(\lambda - A)b^2, (\lambda - A)b^2 \rangle + \langle Ax + F(t, x), \nabla \phi(x) \rangle,
\]
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where $\nabla \phi(x)$ and $\nabla^2 \phi(x)$ are first and second Gâteaux derivatives of $\phi$ at the point $x \in H$ (here they are identified with elements of $H$ and $L(H)$ respectively).

The Hamilton-Jacobi-Bellman equation for the optimal control problem is

\[
\begin{aligned}
\begin{cases}
\dfrac{\partial v(t,x)}{\partial t} + L_t[v(t,\cdot)](x) = \Psi(t, x, \nabla v(t, x)(\lambda - A)b), & t \in [0,T], x \in H, \\
v(T, x) = \Phi(x).
\end{cases}
\end{aligned}
\tag{5.1}
\]

This is a nonlinear parabolic equation for the unknown function $v : [0,T] \times H \to \mathbb{R}$. The operators $L_t$ are very degenerate, since the space $H$ is infinite-dimensional but the noise $W$ is a two-dimensional Wiener process.

Now we consider the variation of constants formula for (5.1):

\[
v(t, x) = P_{t,T}[\Phi](x) - \int_t^T P_{t,s}[\Psi(s, \cdot, \nabla v(s, \cdot)(\lambda - A)b)](x) \, ds, \quad t \in [0,T], x \in H.
\]

This equality is still formal, since the term $(\lambda - A)b$ is not defined. However with a slightly different interpretation we arrive at the following precise definition:

**Definition 5.1** We say that a function $v : [0,T] \times H \to \mathbb{R}$ is a mild solution of the Hamilton-Jacobi-Bellman equation (5.1) if the following conditions hold:

(i) $v \in C([0,T] \times H; \mathbb{R})$ and there exist constants $C, m \geq 0$ such that $|v(t, x)| \leq C (1 + |x|)^m$, $t \in [0,T], x \in H$.

(ii) $v$ is Gâteaux differentiable with respect to $x$ on $[0,T) \times H$ and the map $(t, x, h) \to \nabla v(t, x)h$ is continuous $[0,T) \times H \times H \to \mathbb{R}$.

(iii) For all $t \in [0,T)$ and $x \in H$ the linear operator $k \to \nabla v(t, x)(\lambda - A)^{1-\beta}k$ (a priori defined for $k \in D((-A)^{1-\beta})$ has an extension to a bounded linear operator $H \to \mathbb{R}$, that we denote by $\nabla v(\lambda - A)^{1-\beta}(t, x)$.

Moreover the map $(t, x, k) \to [\nabla v(\lambda - A)^{1-\beta}](t, x)k$ is continuous $[0,T) \times H \times H \to \mathbb{R}$ and there exist constants $C, m \geq 0, \kappa \in [0,1)$ such that

\[
||\nabla v(\lambda - A)^{1-\beta}(t, x)||_{H^\ast} \leq C(T-t)^{-\kappa}(1 + |x|)^m, \quad t \in [0,T), x \in H.
\]

(iv) the following equality holds for every $t \in [0,T], x \in H$:

\[
v(t, x) = P_{t,T}[\Phi](x) - \int_t^T P_{t,s}[\Psi(s, \cdot, [\nabla v(\lambda - A)^{1-\beta}](s, \cdot)(\lambda - A)^{\beta}b)](x) \, ds.
\]

We note that Proposition 2.5 implies that $|\Psi(s, x, z)| \leq C(1 + |z| + |x|^2)$ and it follows that

\[
|\Psi(s, x, [\nabla v(\lambda - A)^{1-\beta}](s, x)(\lambda - A)^{\beta}b)| \leq C(T-t)^{-\kappa}(1 + |x|)^{m+2},
\]

and using the estimate (2.4) (with $\alpha = 0$) it is easy to conclude that formula (5.3) is meaningful.

**Theorem 5.1** Assume Hypotheses 2.1, 2.2 and 2.6 then there exists a unique mild solution of the Hamilton-Jacobi-Bellman equation (5.1).

The solution $v$ is given by the formula

\[
v(t, x) = Y(t, t, x),
\]

where $(X, Y, Z)$ is the solution of the forward-backward system (2.3)-(4.2).
We note that
\[ E = \Phi(X(T, t, x)) \]
where we have defined
\[ \Phi(x) = \int_{\mathbb{R}} \Phi(\lambda - A)^{1-\beta}(x, \lambda - A)^{\beta} b \, d\lambda. \]
Comparing with (5.4) gives the required equality (5.3).

Now we recall that by Corollary 4.7 we have
\[ \mathbb{P} \text{-a.s. for a.a. } s \in [t, T]. \]
Taking expectation we obtain
\[ v(t, x) = P_t[T(\Phi)(x)] = E \int_{t}^{T} \Psi(s, X(s, t, x), Z(s, t, x)) \, ds. \] (5.4)

Now we recall that by Corollary 4.7 we have
\[ Z(s, t, x) = [\nabla v(\lambda - A)^{1-\beta}](s, X(s, t, x)) (\lambda - A)^{\beta} b, \]
It follows that
\[
\mathbb{E} \int_{t}^{T} \Psi(s, X(s, t, x), Z(s, t, x)) \, ds
= \mathbb{E} \int_{s}^{T} \Psi(s, X(s, t, x), [\nabla v(\lambda - A)^{1-\beta}](s, X(s, t, x)) (\lambda - A)^{\beta} b) \, ds
= \int_{t}^{T} P_{t, s} \left[ \Psi(s, \cdot, [\nabla v(\lambda - A)^{1-\beta}](s, \cdot) (\lambda - A)^{\beta} b) \right](x) \, ds.
\]
Comparing with (5.4) gives the required equality (5.3).

**Proof.** *Existence.* By Corollary 4.5 the solution \( v \) has the regularity properties stated in Definition 5.1. In order to verify that equality (5.3) holds we first fix \( t \in [0, T] \) and \( x \in H \) and note that the backward equation (4.1) gives
\[
Y(t, t, x) + \int_{t}^{T} Z_s \, dW_s = \Phi(X(T, t, x)) - \int_{t}^{T} \Psi(s, X(s, t, x), Z(s, t, x)) \, ds.
\]
Taking expectation we obtain
\[
v(t, x) = P_t[T(\Phi)(x)] = \int_{t}^{T} \Psi(s, X(s, t, x), Z(s, t, x)) \, ds. \] (5.4)

Now we recall that by Corollary 4.7 we have
\[ Z(s, t, x) = [\nabla v(\lambda - A)^{1-\beta}](s, X(s, t, x)) (\lambda - A)^{\beta} b, \]
It follows that
\[
\mathbb{E} \int_{t}^{T} \Psi(s, X(s, t, x), Z(s, t, x)) \, ds
= \mathbb{E} \int_{s}^{T} \Psi(s, X(s, t, x), [\nabla v(\lambda - A)^{1-\beta}](s, X(s, t, x)) (\lambda - A)^{\beta} b) \, ds
= \int_{t}^{T} P_{t, s} \left[ \Psi(s, \cdot, [\nabla v(\lambda - A)^{1-\beta}](s, \cdot) (\lambda - A)^{\beta} b) \right](x) \, ds.
\]
Comparing with (5.4) gives the required equality (5.3).

**Uniqueness.** Let \( u \) be a mild solution. We fix \( t \in [0, T] \) and \( x \in H \) and look for a convenient expression for the process \( u(s, X(s, t, x)) \), \( s \in [t, T] \). By (5.3) and the Markov property of \( X \) we have
\[
u(s, X(s, t, x)) = P_{s, t}[\Phi](X(s, t, x))
- \int_{s}^{T} P_{s, r} \left[ \Psi(r, \cdot, [\nabla u(\lambda - A)^{1-\beta}](r, \cdot) (\lambda - A)^{\beta} b) \right](X(s, t, x)) \, dr
= \mathbb{E}^{F_s} \left[ \Phi(X(T, t, x)) \right]
- \mathbb{E}^{F_s} \left[ \int_{s}^{T} \Psi(r, X(r, t, x), [\nabla u(\lambda - A)^{1-\beta}](r, X(r, t, x)) (\lambda - A)^{\beta} b) \, dr \right]
= \mathbb{E}^{F_s} [\xi] + \int_{t}^{T} \Psi(r, X(r, t, x), [\nabla u(\lambda - A)^{1-\beta}](r, X(r, t, x)) (\lambda - A)^{\beta} b) \, dr,
\]
where we have defined
\[
\xi = \Phi(X(T, t, x)) - \int_{t}^{T} \Psi(r, X(r, t, x), [\nabla u(\lambda - A)^{1-\beta}](r, X(r, t, x)) (\lambda - A)^{\beta} b) \, dr.
\]
We note that \( \mathbb{E}^{F_s} [\xi] = \mathbb{E}^{F_t}[u(s, X(s, t, x))] = u(t, x). \) Since \( \xi \in L^2(\Omega; \mathbb{R}) \) is \( F_T \)-measurable, by a well known representation theorem there exists \( \tilde{Z} \in L^2_{\mathbb{F}}(\Omega \times [t, T]; \mathbb{R}^2) \) such that \( \mathbb{E}^{F_s} [\xi] = \int_{t}^{s} \tilde{Z}_r \, dW_r + u(t, x) \). We conclude that the process \( u(s, X(s, t, x)), s \in [t, T] \) is a (real) continuous semimartingale with canonical decomposition
\[
u(s, X(s, t, x)) = u(t, x) + \int_{t}^{s} \tilde{Z}_r \, dW_r
+ \int_{t}^{s} \Psi(r, X(r, t, x), [\nabla u(\lambda - A)^{1-\beta}](r, X(r, t, x)) (\lambda - A)^{\beta} b) \, dr,
\] (5.5)
into its continuous martingale part and its continuous finite variation part.

Now we compute the joint quadratic variation process of both sides of (5.5) with \( W^j, j = 1, 2 \), on an arbitrary interval \([0, s] \subset [0, T] \). By (5.2) there exist a constant \( K_s \) such that \( |\nabla u(t, x)| \leq K_s (1 + |x|)^m \), for \( t \in [0, s], x \in H \); then we can apply Proposition 3.5 and conclude that the joint quadratic variation equals

\[
\int_0^s [\nabla u(\lambda - A)^{-\beta}](r, X(r, t, x)) (\lambda - A)^\beta b^j \, dr.
\]

Computing the joint quadratic variation of the left-hand side of (5.5) with \( W^j \) yields the identity

\[
\int_0^s [\nabla u(\lambda - A)^{-\beta}](r, X(r, t, x)) (\lambda - A)^\beta b^j \, dr = \int_t^s \tilde{Z}^j_r \, dr.
\]

Therefore, for a.a. \( s \in [t, T] \), we have \( \mathbb{P}\text{-a.s.} \), \([\nabla u(\lambda - A)^{-\beta}](s, X(s, t, x)) (\lambda - A)^\beta b = \tilde{Z}_s \), so substituting into (5.5) and taking into account that \( u(T, X(T, t, x)) = \Phi(X(T, t, x)) \) we obtain, for \( s \in [t, T] \),

\[
u(s, X(s, t, x)) + \int_s^T [\nabla u(\lambda - A)^{-\beta}](r, X(r, t, x)) (\lambda - A)^\beta b \, dW_r
= \Phi(X(T, t, x)) - \int_s^T \Psi(r, X(r, t, x), [\nabla u(\lambda - A)^{-\beta}](r, X(r, t, x)) (\lambda - A)^\beta b) \, dr.
\]

Comparing with the backward equation (4.1) we note that the pairs

\[
\left( Y(s, t, x), Z(s, t, x) \right) \text{ and } \left( u(s, X(s, t, x)), [\nabla u(\lambda - A)^{-\beta}](s, X(s, t, x)) (\lambda - A)^\beta b^j \right), \quad s \in [t, T],
\]

solve the same equation. By uniqueness, we have \( Y(s, t, x) = u(s, X(s, t, x)) \), \( s \in [t, T] \), and setting \( s = t \) we obtain \( Y(t, t, x) = u(t, x) \).

\[\square\]

6 Synthesis of the optimal control

6.1 Strong formulation

In this section we assume that Hypotheses 2.1, 2.2 and 2.6 are satisfied and we come back to the control problem introduced in section 2. As in the previous sections, \( W \) is a standard real Wiener processes in \( \mathbb{R}^2 \), defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), with respect to a filtration \( \{\mathcal{F}_t, \, t \geq 0\} \) satisfying the usual conditions. We call \( u = (u^1, u^2) : \Omega \times [0, T] \rightarrow \mathbb{R}^2 \) an admissible control process if it is \((\mathcal{F}_t)\)-predictable and takes values in the set \( \mathcal{U} \subset \mathbb{R}^2 \).

For arbitrary \( t \in [0, T] \) and \( x \in H \) we wish to minimize the cost (2.6):

\[
J(t, x, u(\cdot)) = \mathbb{E} \int_t^T L(s, X^u_{s}, u(s)) \, ds + \mathbb{E} \Phi(X^u_T).
\]

(6.1)

over all admissible controls, where \( \{X^u_s : s \in [t, T]\} \) is the solution of the state equation (2.2):

\[
X^u_s = e^{(s-t)A} x + \int_t^s e^{(s-r)A} F(r, X^u_r) \, dr + \int_t^s (\lambda - A)^{1-\beta} e^{(s-r)A} (\lambda - A)^\beta b \, dW_r
+ \int_t^s (\lambda - A)^{1-\beta} e^{(s-r)A} (\lambda - A)^\beta b u(r) \, dr, \quad s \in [t, T].
\]

(6.2)
We will also write \( X^u(s, t, x) \) instead of \( X^u_s \), to stress dependence on the initial data \( t, x \).

We also recall, see Section 2.3, that we denote by \( \Gamma \) the set-valued mapping introduced in (2.7) and by \( \gamma : [0, T] \times H \times \mathbb{R}^2 \rightarrow \mathcal{U} \) a measurable selection of \( \Gamma \).

Finally, by \( v : [0, T] \times H \rightarrow \mathbb{R} \), we denote the mild solution of the Hamilton-Jacobi-Bellman equation (5.1).

**Theorem 6.1** Assume Hypotheses 2.1, 2.2 and 2.6. For every \( X \) occurring in (6.4). In the following section we will show \( X \) This corollary is not very useful as it stands, since it does not state conditions for the existence of a solution of the closed loop equation. Existence is not obvious, due to the lack of regularity of the feedback law \( u \) occurring in (6.4). In the following section we will show that the closed loop equation admits a solution in a different, weak, sense. After reformulating the optimal control problem in the appropriate, weak, sense, this will lead to existence of the optimal control and the validity of the feedback law for an optimal pair.

The following corollary is now an immediate consequence.

**Corollary 6.2** Under the assumptions of Theorem 6.1, let us define

\[
\bar{u}(t, x) = \gamma(t, x, [\nabla v(\lambda - A)^{1-\beta}](t, x) (\lambda - A)\beta b), \quad t \in [0, T], \ x \in H.
\]

and let us assume that there exists an adapted process \( \{X_s, s \in [t, T]\} \) with continuous trajectories solving the equation: \( \mathbb{P}\)-a.s.

\[
X_s = e^{(s-t)A}x_0 + \int_t^s e^{(s-r)A}F(r, X_r) dr + \int_t^s (\lambda - A)^{1-\beta}e^{(s-r)A}(\lambda - A)\beta b \, dW_r + \int_t^s (\lambda - A)^{1-\beta}e^{(s-r)A}(\lambda - A)\beta b \, dW_r,
\]

Then setting \( \bar{u}(s) = u(s, X_s) \) we have \( J(t, x, \bar{u}(\cdot)) = v(t, x) \) and consequently the pair \((\bar{u}, X)\) is optimal for the control problem.

The function \( \bar{u} \) introduced in (6.3) will be called the optimal feedback law, and the equation (6.4) is called the closed loop equation.

**Remark 6.3** This corollary is not very useful as it stands, since it does not state conditions for the existence of a solution of the closed loop equation. Existence is not obvious, due to the lack of regularity of the feedback law \( \bar{u} \) occurring in (6.4). In the following section we will show that the closed loop equation admits a solution in a different, weak, sense. After reformulating the optimal control problem in the appropriate, weak, sense, this will lead to existence of the optimal control and the validity of the feedback law for an optimal pair.

However, under additional assumptions, it is also possible to solve the closed loop equation in the sense of (6.4) and therefore obtain existence of an optimal control in the present strong formulation. A slight modification of Proposition 2.4 shows that the Lipschitz condition

\[
|\bar{u}(t, x_1) - \bar{u}(t, x_2)| \leq C|x_1 - x_2|, \quad t \in [0, T], \ x_1, x_2 \in H,
\]

for some constant \( C \), is sufficient to ensure existence of the solution. In order to guarantee that (6.5) holds it is enough to require a uniform Lipschitz condition on the function \( \gamma(t, \cdot, \cdot) \) and to prove that \( [\nabla v(\lambda - A)^{1-\beta}](t, \cdot) \) is also Lipschitz. In turn, this could be deduced from properties of the backward equation (4.1), under additional assumptions on its coefficients \( \Psi \) and \( \Phi \), by the same approach as in Corollary 4.5.
6.2 Weak formulation

We now reformulate the optimal control problem in the weak sense, following the approach of [11]. The main advantage is that we will be able to solve the closed loop equation, and hence to find an optimal control, although the feedback law $u$ is non-smooth.

We still assume we are given the functions $f$, $\ell$, $\phi$ (and the corresponding functions $F$, $\Psi$, $\Phi$) and the set $\mathcal{U}$ as in the previous sections, satisfying Hypotheses 2.1, 2.2 and 2.6. We also assume that initial data $t \in [0, T]$ and $x \in H$ are given.

As in the previous section $\Gamma$ is the set-valued mapping introduced in (2.7) and $\gamma : [0, T] \times H \times \mathbb{R}^2 \to \mathcal{U}$ is an arbitrary measurable selection of $\Gamma$. Moreover $u$ is defined as in (6.3).

We call $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}, W)$ an admissible set-up, or simply a set-up, if $(\Omega, \mathcal{F}, \mathbb{P})$ is a complete probability space with a right-continuous and $\mathbb{P}$-complete filtration $\{\mathcal{F}_t, t \in [0, T]\}$, and $\{W_t, t \in [0, T]\}$ is a standard $\mathbb{P}$-Wiener process with values in $\mathbb{R}^2$, with respect to the filtration $\{\mathcal{F}_t\}$.

An admissible control system (a.c.s.) is defined as $U = (\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}, W, u, X^u)$ where:

- $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}, W)$ is an admissible set-up;
- $u : \Omega \times [0, T] \to \mathbb{R}^2$ is an $(\mathcal{F}_t)$-predictable process with values in $\mathcal{U}$;
- $\{X^u_s, s \in [t, T]\}$ is an $(\mathcal{F}_t)$-adapted continuous process with values in $H$, mild solution of the state equation (6.2) with initial condition $X^u_t = x$.

By Proposition 2.4, on an arbitrary set-up the process $X^u$ is uniquely determined by $u$ and $x$, up to indistinguishability. To every a.c.s. we associate the cost $J(t, x, U)$ given by the right-hand side of (6.1). Although formally the same, it is important to note that now the cost is a functional of the a.c.s., and not a functional of $u$ alone. Our purpose is to minimize the functional $J(t, x, U)$ over all a.c.s. for fixed initial data $t, x$.

Our main result, Theorem 6.5 below, is based on the solvability of the closed loop equation (6.4) in the sense of the following lemma.

**Lemma 6.4** For every $t \in [0, T]$, $x \in H$, there exists an admissible set-up $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}, W)$ and an $(\mathcal{F}_t)$-adapted continuous process $\{X_s, s \in [t, T]\}$ with values in $H$, solution of (6.4).

**Proof.** Let us take an arbitrary set-up $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}, W)$ and consider the solution $\{X_s : s \in [t, T]\}$ of the uncontrolled equation (compare with (2.3)):

$$X_s = e^{(s-t)A}x + \int_t^s e^{(s-r)A}F(r, X_r) \, dr + \int_t^s (\lambda - A)^{1-\beta} e^{(s-r)A}(\lambda - A)^\beta b \, dW_r, \quad s \in [t, T]. \tag{6.6}$$

Now we define the process

$$W_s = W_t - \int_t^s u(r, X_r) \, dr, \quad s \in [0, T].$$

Since $u$ takes values in $\mathcal{U}$, it is bounded, and by the Girsanov theorem there exists a probability $\mathbb{P}$ on $(\Omega, \mathcal{F})$, equivalent to $\mathbb{P}$, such that $W$ is a $\mathbb{P}$-Wiener process with respect to $(\mathcal{F}_t)$. Re-writing equation (6.6) in terms of $W$ we conclude that $X$ is the required solution of (6.4). \qed

Using standard terminology we will say that $X$ is a weak solution of the closed loop equation (6.4).
Theorem 6.5 Assume Hypotheses 2.1, 2.2 and 2.6. For every \( t \in [0,T] \), \( x \in H \), the infimum of \( J(t,x,U) \) over all a.c.s. is equal to \( v(t,x) \). Moreover there exists an a.c.s. \( U = (\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}, W, u, X^u) \) for which \( J(t,x,U) = v(t,x) \) and the feedback law
\[
u(s) = u(s, X^u_s), \quad \mathbb{P} - \text{a.s. for a.a. } s \in [t,T].
\]
is verified by \( u \) and \( X^u \). Finally, the optimal trajectory \( X^u \) is a weak solution of the closed loop equation.

Proof. Let \( (\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}, W) \) and \( \{X_s, s \in [t,T]\} \) be the admissible set-up and the weak solution of the closed-loop equation (6.4) given by Lemma 6.4. We can apply Theorem 6.1 and Corollary 6.2 with respect to this set-up and we obtain all the required conclusions. \( \square \)
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