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Overview	

•  Tensors,	rank	and	networks	of	entangled	pairs	
	
	
•  Tensor	Surgery	
	
	
•  Laser	Method	

�(b00+ b11) =
P

i2{0,1}3(bi1⌦b
i2)⌦ (b

i2⌦b
i3)⌦ (b

i3⌦b
i1), which equals T(C3)

and thus has rank 7 as a 3-tensor, invoking Strassen’s decomposition for the
second time. Therefore, R(T (C5))  6 · 4 + 1 · 7 = 31. This means that we
have achieved our goal of constructing a nontrivial rank-31 decomposition of
the goal tensor T(C5), smaller than the trivial decomposition of size 32.

Identifying T(C3) with the graph C3, we think of  as a “surgery map”
that splits a vertex into two vertices and inserts a new vertex together with
two edges. In pictures, the effect of applying  is

  

Splitting a tensor leg possibly increases tensor rank, as is the case with the
term b00 + b11 above. To remind us of this, we like to decorate the picture
with a “virtual edge” connecting the cut vertices,

  

The crux is the triangle appearing on the right. This triangle indicates the
worst-case situation where �(b00 + b11) = T(C3) has rank 7. Of course, to
get a good decomposition it is important to also keep track of the best-case
situation where �(b

xy

) has rank 4.
In the remaining of this introduction we will state definitions and basic

lemmas, some lower bounds to put our upper bounds into perspective, and
connections to other work.

Definitions and basic lemmas. All our vector spaces will be complex
finite-dimensional vector spaces. However, the ideas in this paper will work
over any field. Let G = (V,E) be a graph and let n be a natural number. Let
b1, . . . , bn be the standard basis of Cn. We define the |V |-tensor T

n

(G) as

T
n

(G) :=
X

i2[n]E

O
v2V

⇣O
e2E:
v2e

b
ie

⌘
,

where the sum is over all tuples i indexed by E with entries in the set
[n] := {1, 2, . . . , n}. Equivalently, we can define T

n

(G) as follows, with
subscripts denoting tensor leg positions,

T
n

(G) =
O
e2E

X
i2[n]

(b
i

⌦ b
i

)
e

⌦ (1⌦ · · ·⌦ 1)
V \e,

where the large tensor product is a tensor product of |V |-tensors. We write T
for T2. We can safely ignore the fact that this tensor depends on the choice
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This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
2-tensor as

T

� �
=

X
i2{0,1}

bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have

T

⇣ ⌘
= T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
=

X
i2{0,1}6

(bi1⌦bi2⌦bi5)⌦ (bi2⌦bi3⌦bi6)⌦ (bi3⌦bi4⌦bi5)⌦ (bi1⌦bi4⌦bi6)

living in (C8
)

⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
⌦N

)  2

0.772943
(

k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps

2

tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·
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+													+	

In general, with tensor surgery we can transform decompositions of
matrix multiplication tensors hn1, n2, n3i to decompositions of T

n

(C
k

). We
will illustrate this with T4(C5). We make use of the bounds R(h4, 4, 2i)  26,
R(h4, 4, 4i)  49 and R(h4, 4, 2i)  24, R(h4, 4, 4i)  46, see [HK71, Smi13].
First note that R(T4(C5))  R(T2(C5))

2  312.

Proposition 6. R(T4(C5))  937 < 312 and R(T4(C5))  910.

Proof. Let � be the linear map C4 ⌦C4 7! (C4 ⌦C4)⌦3 defined on simple
tensors by u⌦ v 7! P

j2[4]2(u⌦ b
j1)⌦ (b

j1 ⌦ b
j2)⌦ (b

j2 ⌦ v), and let  be the
linear map (C4⌦C4)⌦3 ! (C4⌦C4)⌦5 which applies � to the first tensor leg.
Then T4(C5) =  (h4, 4, 4i). The tensor square of Strassen’s decomposition
gives a decomposition h4, 4, 4i = P49

i=1 t
1
i

⌦ · · ·⌦ tk
i

such that

#{i | RC2⌦C2(t1
i

) = 1} = 62,

#{i | RC2⌦C2(t1
i

) = 2} = 6 + 6,

#{i | RC2⌦C2(t1
i

) = 4} = 1.

If RC2⌦C2(t1
i

) = 1, then �(t1
i

) has rank 42. If RC2⌦C2(t1
i

) = 2, then �(t1
i

) ⇠=
h4, 4, 2i has rank at most 26. If RC2⌦C2(t1

i

) = 4, then �(t1
i

) ⇠= h4, 4, 4i has
rank at most 49. Therefore, applying  to the simple summands t1

i

⌦ · · ·⌦ tk
i

we obtain R(T4(C5))  62 · 42 + 12 · 26 + 1 · 49 = 937.
For the border rank, we have R(h4, 4, 2i)  24 and R(h4, 4, 4i)  46, so

that R(T4(C5))  62 · 42 + 12 · 24 + 1 · 46 = 910 by the same argument.

In view of the lower bound (9), our bounds might not look that strong. We
will now see, however, that applying the same techniques in the asymptotic
setting yields optimal bounds, assuming ! = 2. Let !

k

:= !(T(C
k

)).

Theorem 7. For k, ` odd, !
k+`�1  !

k

+ !
`

.

The idea of the proof is to take the k-cycle C
k

, split one vertex in C
k

into two vertices and insert `� 2 new vertices in the graph together with the
appropriate `� 1 edges in order to create the (k + `� 1)-cycle. In pictures,
for k = 5 and ` = 3,

  

Next we consider an optimal decomposition of T
n

(C
k

). Not only inserting
` � 1 edges comes with a cost, but also splitting the vertex. The crucial
observation is that the total cost is at most the cost of creating an `-cycle,
which is asymptotically !

`

.
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we have

T

⇣ ⌘
= T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
=

X
i2{0,1}6

(bi1⌦bi2⌦bi5)⌦ (bi2⌦bi3⌦bi6)⌦ (bi3⌦bi4⌦bi5)⌦ (bi1⌦bi4⌦bi6)

living in (C8
)

⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
⌦N

)  2

0.772943
(

k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps
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tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq
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+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
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⇣ ⌘
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X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
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nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
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⇣ ⌘
� · · ·
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+													+	

+													+	

In general, with tensor surgery we can transform decompositions of
matrix multiplication tensors hn1, n2, n3i to decompositions of T

n

(C
k

). We
will illustrate this with T4(C5). We make use of the bounds R(h4, 4, 2i)  26,
R(h4, 4, 4i)  49 and R(h4, 4, 2i)  24, R(h4, 4, 4i)  46, see [HK71, Smi13].
First note that R(T4(C5))  R(T2(C5))

2  312.

Proposition 6. R(T4(C5))  937 < 312 and R(T4(C5))  910.

Proof. Let � be the linear map C4 ⌦C4 7! (C4 ⌦C4)⌦3 defined on simple
tensors by u⌦ v 7! P

j2[4]2(u⌦ b
j1)⌦ (b

j1 ⌦ b
j2)⌦ (b

j2 ⌦ v), and let  be the
linear map (C4⌦C4)⌦3 ! (C4⌦C4)⌦5 which applies � to the first tensor leg.
Then T4(C5) =  (h4, 4, 4i). The tensor square of Strassen’s decomposition
gives a decomposition h4, 4, 4i = P49

i=1 t
1
i

⌦ · · ·⌦ tk
i

such that

#{i | RC2⌦C2(t1
i

) = 1} = 62,

#{i | RC2⌦C2(t1
i

) = 2} = 6 + 6,

#{i | RC2⌦C2(t1
i

) = 4} = 1.

If RC2⌦C2(t1
i

) = 1, then �(t1
i

) has rank 42. If RC2⌦C2(t1
i

) = 2, then �(t1
i

) ⇠=
h4, 4, 2i has rank at most 26. If RC2⌦C2(t1

i

) = 4, then �(t1
i

) ⇠= h4, 4, 4i has
rank at most 49. Therefore, applying  to the simple summands t1

i

⌦ · · ·⌦ tk
i

we obtain R(T4(C5))  62 · 42 + 12 · 26 + 1 · 49 = 937.
For the border rank, we have R(h4, 4, 2i)  24 and R(h4, 4, 4i)  46, so

that R(T4(C5))  62 · 42 + 12 · 24 + 1 · 46 = 910 by the same argument.

In view of the lower bound (9), our bounds might not look that strong. We
will now see, however, that applying the same techniques in the asymptotic
setting yields optimal bounds, assuming ! = 2. Let !

k

:= !(T(C
k

)).

Theorem 7. For k, ` odd, !
k+`�1  !

k

+ !
`

.

The idea of the proof is to take the k-cycle C
k

, split one vertex in C
k

into two vertices and insert `� 2 new vertices in the graph together with the
appropriate `� 1 edges in order to create the (k + `� 1)-cycle. In pictures,
for k = 5 and ` = 3,

  

Next we consider an optimal decomposition of T
n

(C
k

). Not only inserting
` � 1 edges comes with a cost, but also splitting the vertex. The crucial
observation is that the total cost is at most the cost of creating an `-cycle,
which is asymptotically !

`

.
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Tensors	
•  k-tensor	t	is	an	element	in	
	

•  k=1:	vector	

•  k=2:	matrix	

•  k=3:	cube	

bi =

0

BBBBBBBBBB@

0
...
0
1
0
...
0

1

CCCCCCCCCCA

bi1 ⌦ bi2 =

0

B@
0 . . . 0
...

. . . 1
0 . . . 0

1

CA

bi1 ⌦ bi2 ⌦ bi3 = 1

of order of the edges and vertices, since the tensor rank does not depend
on this order, and we identify tensors that are equivalent up to local GL-
action. This definition directly extends to hypergraphs. These tensors were
studied in [VC15, VC16] with the notation GHZG

n

= T
n

(G). We note that
T2(G)⌦k = T2(G

[k) = T2k(G) where G[k denotes the multigraph obtained
from G by taking the union of k copies of G on the same vertex set.

The tensor rank of a k-tensor in Cn1⌦ · · ·⌦Cnk is the smallest number r
such that the tensor can be written as a sum of r simple tensors v1 ⌦ · · ·⌦ v

k

with v
i

2 Cni . The tensor rank of a tensor t is denoted by R(t). When k
equals 2, tensor rank is the same as matrix rank and is thus efficiently
computable. When k is at least 3, however, deciding tensor rank is NP-hard
[Hås90]. The border rank of t is the smallest number r such that t can be
approximated by tensors of rank at most r in the Euclidean topology. We
denote border rank by R(t). We refer to [BCS97, Lan12] for an introduction
to tensor rank and border rank. We mention in particular that there is an
algebraic version of border rank which is also defined over finite fields.

For two k-tensors s 2 U1 ⌦ · · · ⌦ U
k

and t 2 V1 ⌦ · · · ⌦ V
k

we say s
restricts to t, and write s � t, if there exist linear maps A

i

: U
i

! V
i

such
that (A1 ⌦ · · ·⌦A

k

)s = t. Define the asymptotic conversion rate from s to t
as

!(s, t) := lim
n!1

1

n
min{m 2 N | s⌦m � t⌦n}.

The minimum of the empty set is defined to be 1. The limit exists and
equals the supremum over n, see Lemma 1.1 in [Str88]. Let [k] denote the
hypergraph with vertex set [k] and a single edge containing all vertices. We
define the rank-n unit k-tensor T

n

(k) as

T
n

(k) := T
n

([k]) =
X
i2[n]

b⌦k

i

.

(So, T2(3) = h2i.) The asymptotic log-rank or exponent of a tensor t is
defined as the limit

!(t) := !(T(k), t) = lim
n!1

1

n
min{m 2 N | 2m � R(t⌦n)}. (2)

The parameter !(t) thus measures how many copies of T(k) are asymptotically
needed to create a copy of t by restriction. On the other hand, the parameter
!(s,T(k))�1 measures how many copies of T(k) can asymptotically be created
from one copy of s by restriction. We call this the subexponent of s.

For any k 2 N, let C
k

be the cycle graph with vertex set [k] and edge set
{{1, 2}, {2, 3}, . . . , {k, 1}}. A well-known result is that, asymptotically, two
copies of T(3) can be obtained from the triangle tensor [Str87]:

!(T(C3),T(3))
�1 = 2. (3)

5

tensor=quantum	state	
overall	normalisaOon		
does	not	ma4er	

|+⟩ = |0⟩+ |1⟩ = b0 + b1 =

(
1
0

)
+

(
0
1

)
=

(
1
1

)

|00⟩+ |11⟩ = b0 ⊗ b0 + b1 ⊗ b1 =

(
1 0
0 0

)
+

(
0 0
0 1

)
=

(
1 0
0 1

)

|001⟩+ |010⟩+ |100⟩ = b0 ⊗ b0 ⊗ b1 + b0 ⊗ b1 ⊗ b0 + b1 ⊗ b0 ⊗ b0

1 0
0 0

0 1
1 0

bi1 ⌦ · · ·⌦ bin

basis	



Resource	theory	of	tensors		
(Strassen	1991,	Dür,	Vidal	&	Cirac	2000)	

•  Given	k-tensors	s	and	t.	
•  Can	s	be	transformed	into	t	by	local	operaOons?	
Do	matrices																										exist,	so	that	
																																																												
	 	 	 	 	 	 	 	 	 	 	 	 			?	
																																																														

•  If	yes,	we	write																	.		
•  unit	tensor	(GHZ	entangled	state)	

A1 ⌦ · · ·Aks = t

A1, . . . , Ak

s � t

Td(k) =
dX

i=1

bi ⌦ · · ·⌦ bi

SLOCC	



Resource	theory	of	tensors	

•  “entanglement	cost”	of	a	k-tensor	t	is	the	
smallest	d,	s.th.		

	
•  equals	tensor	rank	R(t)	
	

•  “disOllable	entanglement”	of	a	k-tensor	t	is	the	
largest	d,	s.th.		

	

Td(k) � t

R(t) = min{d : t =
X

i

v(i)1 ⌦ · · ·⌦ v(i)k }

t � Td(k)
equals	subrank	



Tensor	rank	

•  k=2:	tensor	rank=matrix	rank		
à	easy	to	compute	
Example:		
IdenOty	matrix	(EPR	state)		

•  k>2:	NP	hard	(Håstad)	
Examples:		
Rank	2:	GHZ	state																																																	
	
Rank	3:	W-state	

This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
2-tensor as

T

� �
=

X
i2{0,1}

bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have

T

⇣ ⌘
= T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
=

X
i2{0,1}6

(bi1⌦bi2⌦bi5)⌦ (bi2⌦bi3⌦bi6)⌦ (bi3⌦bi4⌦bi5)⌦ (bi1⌦bi4⌦bi6)

living in (C8
)

⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
⌦N

)  2

0.772943
(

k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps

2

b0 ⌦ b0 ⌦ b1 + b0 ⌦ b1 ⌦ b0 + b1 ⌦ b0 ⌦ b0

tensor, which is the 3-tensor described by the triangle graph C3

T
⇣ ⌘

=
X

i2{0,1}3
(b

i1 ⌦ b
i2)⌦ (b

i2 ⌦ b
i3)⌦ (b

i3 ⌦ b
i1) 2 (C2 ⌦C2)⌦3,

where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another important
example is the so-called rank-two unit 3-tensor, which corresponds to the
hypergraph on three vertices with a single hyperedge {1, 2, 3}

T
⇣ ⌘

=
X

i2{0,1}
b
i

⌦ b
i

⌦ b
i

2 C2 ⌦ C2 ⌦ C2.

In the algebraic complexity theory literature, the two-by-two matrix multipli-
cation tensor is usually denoted by h2, 2, 2i and the rank-two unit 3-tensor
by h2i. As a final illustrative example consider the complete graph on 4
vertices K4 and the corresponding 4-tensor

T
⇣ ⌘

=
X

i2{0,1}6
(b

i1 ⌦ b
i2 ⌦ b

i3)⌦ (b
i3 ⌦ b

i4 ⌦ b
i5)⌦ (b

i2 ⌦ b
i4 ⌦ b

i6)

⌦ (b
i1 ⌦ b

i5 ⌦ b
i6) 2 (C2 ⌦C2 ⌦C2)⌦4.

Our aim is to prove nontrivial upper bounds on tensor rank, border rank
and asymptotic tensor rank. Let us for now focus on tensor rank. The tensor
rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
the tensor can be written as a sum of r simple tensors v1 ⌦ · · · ⌦ v

k

with
v
i

2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL

n1 ⇥ · · · ⇥GL
nk we will

identify tensors that are in the same orbit under this group action. Going
back to our examples, a nontrivial upper bound of seven on the tensor rank
of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
algorithm for multiplying two-by-two matrices [Str69]. This upper bound was
later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.

2



Tensor	rank	versus	tensor	product	

•  Given	s	and	t	both	k-tensors	
	
•  Equality	for	2-tensors,	strict	in	general	

R(s⌦ t)  R(s)R(t)

3. Non-multiplicativity for the tensor Kronecker product

Let �, be k-tensors. Since R(�⇥  )  R(�⌦  ), the following proposition
follows directly from Proposition 1.

Proposition 7. Let �, be k-tensors. Then,

R(�⇥  )  R(�)R( ). (3)

If � and  are 2-tensors (matrices), then tensor rank is multiplicative
under the Kronecker product. However, for k � 3, it is well-known that each
of the inequality in Proposition 7 can be strict, see the following example.

Example 8. Consider the following tensors (graphical notation borrowed
from [CVZ16]):

T
⇣ ⌘

=
X

i2{1,2}

bi ⌦ bi ⌦ 1 2 C2 ⌦ C2 ⌦ C,

T
⇣ ⌘

=
X

i2{1,2}

bi ⌦ 1⌦ bi 2 C2 ⌦ C⌦ C2,

T
⇣ ⌘

=
X

i2{1,2}

1⌦ bi ⌦ bi 2 C⌦ C2 ⌦ C2.

Each tensor has tensor rank equal to 2, since they are essentially identity
matrices. However the tensor Kronecker product is the 2⇥ 2 matrix multipli-
cation tensor

h2, 2, 2i = T
⇣ ⌘

=
X

i,j,k2{1,2}

(bi ⌦ bj)⌦ (bj ⌦ bk)⌦ (bk ⌦ bi)

whose tensor rank equals 7 [Str69], which is strictly less that 23 = 8.
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2x2	matrix	mulOplicaOon	tensor,	rank	=7	(Strassen)	



Strassen’s	7er	

•  Define	

Tensor surgery goes as follows. The central idea is to transform a good
decomposition of a well-chosen starting tensor into a good decomposition of
a goal tensor. Take a tensor t of which we know (an upper bound on) the
tensor rank (or border rank, or asymptotic rank). Then, linearly split up
a tensor leg of t into multiple tensor legs and take the tensor product with
another tensor s (“inserting s”) to obtain our goal tensor, carefully keeping
track of the increase in rank that this combined operation causes. Combining
our knowledge of the decomposition of t with our knowledge of the rank
increase gives a decomposition of the goal tensor.

We illustrate tensor surgery with the 5-tensor of the five-cycle C5,

T
⇣ ⌘

=
X

i2{0,1}5
b
i1i2 ⌦ b

i2i3 ⌦ b
i3i4 ⌦ b

i4i5 ⌦ b
i5i1 2 (C2 ⌦C2)⌦5, (1)

where b
ij

:= b
i

⌦ b
j

with {b0, b1} the standard basis of C2. The defining
decomposition (1) of T(C5) has size 32. We can improve this rank upper
bound as follows. Define the linear map � by

� : C2 ⌦ C2 ! (C2 ⌦ C2)⌦3

u⌦ v 7!
X

j2{0,1}2
(u⌦ b

j1)⌦ (b
j1 ⌦ b

j2)⌦ (b
j2 ⌦ v).

Let  : (C2 ⌦C2)⌦3 ! (C2 ⌦C2)⌦5 be the map that applies � at the first
tensor leg. Then

T(C5) =  (T(C3)).

For T(C3) we have a good decomposition, namely Strassen’s decomposition.
Define the elements b+ := b0 + b1 and b– := b0 � b1 in C2. For any pair
of symbols x, y 2 {0, 1,+, –} define b

xy

:= b
x

⌦ b
y

2 C2 ⌦ C2. Strassen’s
decomposition is

T(C3) = � b–0 ⌦ b0+ ⌦ b11 � b11 ⌦ b–0 ⌦ b0+ � b0+ ⌦ b11 ⌦ b–0

+ b–1 ⌦ b1+ ⌦ b00 + b00 ⌦ b–1 ⌦ b1+ + b1+ ⌦ b00 ⌦ b–1

+ (b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

Applying the linear map  to the decomposition yields

T(C5) =  (T(C3))

= � �(b–0)⌦ b0+ ⌦ b11 � �(b11)⌦ b–0 ⌦ b0+ � �(b0+)⌦ b11 ⌦ b–0

+ �(b–1)⌦ b1+ ⌦ b00 + �(b00)⌦ b–1 ⌦ b1+ + �(b1+)⌦ b00 ⌦ b–1

+ �(b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

For any x, y 2 {0, 1,+, –}, �(b
xy

) =
P

j2{0,1}2(bx⌦b
j1)⌦(b

j1⌦b
j2)⌦(b

j2⌦b
y

),
which has rank 4 as a 3-tensor. For the remaining term, we have that

3
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Border	rank	

•  SomeOmes,	tensor	of	rank	r	can	be	
approximated	arbitrarily	by	tensors	of	rank	b<r	

	
	
•  Smallest	b	is	called	border	rank		
•  More	generally,	approximate	transformaOon	
from	s	to	t.		

(b0 + ✏b1)
⌦3 � b⌦3

0

= ✏(b0 ⌦ b0 ⌦ b1 + b0 ⌦ b1 ⌦ b0 + b1 ⌦ b0 ⌦ b0) +O(✏2)

R(t)



Resource	theory	of	tensors	

•  Given	k-tensors	s	and	t.		
When	is																											?	

•  Best	raOo	m/n	denoted	by	
•  AsymptoOc	log	rank	
•  AsymptoOc	log	subrank	
•  Theorem	(Strassen	&	co):	

s⌦m � t⌦n

!(s, t)

!(t) := !(T2(k), t)
q(t) := !(t, T2(k))

�1

q(t)  !(t)  logR(t)  logR(t)



•  Mamu	
	

•  W	state	

q(t)  !(t)  logR(t)  logR(t)

q(t) = 2

R(t) = 7R(t) = 7

Coppersmith-Winograd,	...	Le	Gall	Strassen	

3. Non-multiplicativity for the tensor Kronecker product
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matrix	mulOplicaOon	exponent	

!(t)  2.38

Landsberg	

!(t) = 1

R(t) = 2 R(t) = 3

b0 ⌦ b0 ⌦ b1 + b0 ⌦ b1 ⌦ b0 + b1 ⌦ b0 ⌦ b0

Coppersmith-Winograd	

q(W ) = h

✓
1

3

◆
⇡ 0.92



MoOvaOon	for	our	work	

•  Log	rank	is	a	lower	bound	on	the	quantum	
communicaOon	complexity	of	a	funcOon	f(x,y)	

•  Exact	for	non-determinisOc	case		
Equality	game	=	unit	tensor	
Pairwise	equality	(among	3)	=	Mamu	
Savings	over	the	classical	case:	

•  What	about	more	players?	
Pairwise	equality	in	a	circle	or	graph.	

with	Buhrman	and	Zuiddam,	1603.03757		
Proceedings	of	ITCS	2017	

log2 7 < 3



Benchmark:	lower	bound	

•  Rank,	Border	rank	and	asymptoOc	rank	are	
decreasing	under	grouping	of	parOcles	

•  Group	k	parOcles	into	set	S	and	complement	

•  this	is	matrix	rank	à	easy	to	compute	
•  For	a	graph	of	entangled	pairs	

•  Upper	bound	=	#	edges	in	graph	

R(t) � RS(t)

!(T (G)) � maxcutGRS(t) = 2#edges leavingS



Cycle	graph	

Tensor surgery goes as follows. The central idea is to transform a good
decomposition of a well-chosen starting tensor into a good decomposition of
a goal tensor. Take a tensor t of which we know (an upper bound on) the
tensor rank (or border rank, or asymptotic rank). Then, linearly split up
a tensor leg of t into multiple tensor legs and take the tensor product with
another tensor s (“inserting s”) to obtain our goal tensor, carefully keeping
track of the increase in rank that this combined operation causes. Combining
our knowledge of the decomposition of t with our knowledge of the rank
increase gives a decomposition of the goal tensor.

We illustrate tensor surgery with the 5-tensor of the five-cycle C5,

T
⇣ ⌘

=
X

i2{0,1}5
b
i1i2 ⌦ b

i2i3 ⌦ b
i3i4 ⌦ b

i4i5 ⌦ b
i5i1 2 (C2 ⌦C2)⌦5, (1)

where b
ij

:= b
i

⌦ b
j

with {b0, b1} the standard basis of C2. The defining
decomposition (1) of T(C5) has size 32. We can improve this rank upper
bound as follows. Define the linear map � by

� : C2 ⌦ C2 ! (C2 ⌦ C2)⌦3

u⌦ v 7!
X

j2{0,1}2
(u⌦ b

j1)⌦ (b
j1 ⌦ b

j2)⌦ (b
j2 ⌦ v).

Let  : (C2 ⌦C2)⌦3 ! (C2 ⌦C2)⌦5 be the map that applies � at the first
tensor leg. Then

T(C5) =  (T(C3)).

For T(C3) we have a good decomposition, namely Strassen’s decomposition.
Define the elements b+ := b0 + b1 and b– := b0 � b1 in C2. For any pair
of symbols x, y 2 {0, 1,+, –} define b

xy

:= b
x

⌦ b
y

2 C2 ⌦ C2. Strassen’s
decomposition is

T(C3) = � b–0 ⌦ b0+ ⌦ b11 � b11 ⌦ b–0 ⌦ b0+ � b0+ ⌦ b11 ⌦ b–0

+ b–1 ⌦ b1+ ⌦ b00 + b00 ⌦ b–1 ⌦ b1+ + b1+ ⌦ b00 ⌦ b–1

+ (b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

Applying the linear map  to the decomposition yields

T(C5) =  (T(C3))

= � �(b–0)⌦ b0+ ⌦ b11 � �(b11)⌦ b–0 ⌦ b0+ � �(b0+)⌦ b11 ⌦ b–0

+ �(b–1)⌦ b1+ ⌦ b00 + �(b00)⌦ b–1 ⌦ b1+ + �(b1+)⌦ b00 ⌦ b–1

+ �(b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

For any x, y 2 {0, 1,+, –}, �(b
xy

) =
P

j2{0,1}2(bx⌦b
j1)⌦(b

j1⌦b
j2)⌦(b

j2⌦b
y

),
which has rank 4 as a 3-tensor. For the remaining term, we have that

3

tensor, which is the 3-tensor described by the triangle graph C3

T
⇣ ⌘

=
X

i2{0,1}3
(b

i1 ⌦ b
i2)⌦ (b

i2 ⌦ b
i3)⌦ (b

i3 ⌦ b
i1) 2 (C2 ⌦C2)⌦3,

where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another important
example is the so-called rank-two unit 3-tensor, which corresponds to the
hypergraph on three vertices with a single hyperedge {1, 2, 3}

T
⇣ ⌘

=
X

i2{0,1}
b
i

⌦ b
i

⌦ b
i

2 C2 ⌦ C2 ⌦ C2.

In the algebraic complexity theory literature, the two-by-two matrix multipli-
cation tensor is usually denoted by h2, 2, 2i and the rank-two unit 3-tensor
by h2i. As a final illustrative example consider the complete graph on 4
vertices K4 and the corresponding 4-tensor

T
⇣ ⌘

=
X

i2{0,1}6
(b

i1 ⌦ b
i2 ⌦ b

i3)⌦ (b
i3 ⌦ b

i4 ⌦ b
i5)⌦ (b

i2 ⌦ b
i4 ⌦ b

i6)

⌦ (b
i1 ⌦ b

i5 ⌦ b
i6) 2 (C2 ⌦C2 ⌦C2)⌦4.

Our aim is to prove nontrivial upper bounds on tensor rank, border rank
and asymptotic tensor rank. Let us for now focus on tensor rank. The tensor
rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
the tensor can be written as a sum of r simple tensors v1 ⌦ · · · ⌦ v

k

with
v
i

2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL

n1 ⇥ · · · ⇥GL
nk we will

identify tensors that are in the same orbit under this group action. Going
back to our examples, a nontrivial upper bound of seven on the tensor rank
of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
algorithm for multiplying two-by-two matrices [Str69]. This upper bound was
later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.

2

3	
2	

4	
4	

5	
4	

k	even																	k	odd		
	
k																											k	
k																											k-1	

#edges � !(T (G)) � maxcutG

Can	we	match	the	lower	bounds?	

Complete	graph	
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Our aim is to prove nontrivial upper bounds on tensor rank, border rank
and asymptotic tensor rank. Let us for now focus on tensor rank. The tensor
rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
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v
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2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL
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identify tensors that are in the same orbit under this group action. Going
back to our examples, a nontrivial upper bound of seven on the tensor rank
of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
algorithm for multiplying two-by-two matrices [Str69]. This upper bound was
later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.

2

This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
2-tensor as

T

� �
=

X
i2{0,1}

bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have

T

⇣ ⌘
= T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
=

X
i2{0,1}6

(bi1⌦bi2⌦bi5)⌦ (bi2⌦bi3⌦bi6)⌦ (bi3⌦bi4⌦bi5)⌦ (bi1⌦bi4⌦bi6)

living in (C8
)

⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
⌦N

)  2

0.772943
(

k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps

2

Tensor surgery goes as follows. The central idea is to transform a good
decomposition of a well-chosen starting tensor into a good decomposition of
a goal tensor. Take a tensor t of which we know (an upper bound on) the
tensor rank (or border rank, or asymptotic rank). Then, linearly split up
a tensor leg of t into multiple tensor legs and take the tensor product with
another tensor s (“inserting s”) to obtain our goal tensor, carefully keeping
track of the increase in rank that this combined operation causes. Combining
our knowledge of the decomposition of t with our knowledge of the rank
increase gives a decomposition of the goal tensor.

We illustrate tensor surgery with the 5-tensor of the five-cycle C5,

T
⇣ ⌘

=
X

i2{0,1}5
b
i1i2 ⌦ b

i2i3 ⌦ b
i3i4 ⌦ b

i4i5 ⌦ b
i5i1 2 (C2 ⌦C2)⌦5, (1)

where b
ij

:= b
i

⌦ b
j

with {b0, b1} the standard basis of C2. The defining
decomposition (1) of T(C5) has size 32. We can improve this rank upper
bound as follows. Define the linear map � by

� : C2 ⌦ C2 ! (C2 ⌦ C2)⌦3

u⌦ v 7!
X

j2{0,1}2
(u⌦ b

j1)⌦ (b
j1 ⌦ b

j2)⌦ (b
j2 ⌦ v).

Let  : (C2 ⌦C2)⌦3 ! (C2 ⌦C2)⌦5 be the map that applies � at the first
tensor leg. Then

T(C5) =  (T(C3)).

For T(C3) we have a good decomposition, namely Strassen’s decomposition.
Define the elements b+ := b0 + b1 and b– := b0 � b1 in C2. For any pair
of symbols x, y 2 {0, 1,+, –} define b

xy

:= b
x

⌦ b
y

2 C2 ⌦ C2. Strassen’s
decomposition is

T(C3) = � b–0 ⌦ b0+ ⌦ b11 � b11 ⌦ b–0 ⌦ b0+ � b0+ ⌦ b11 ⌦ b–0

+ b–1 ⌦ b1+ ⌦ b00 + b00 ⌦ b–1 ⌦ b1+ + b1+ ⌦ b00 ⌦ b–1

+ (b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

Applying the linear map  to the decomposition yields

T(C5) =  (T(C3))

= � �(b–0)⌦ b0+ ⌦ b11 � �(b11)⌦ b–0 ⌦ b0+ � �(b0+)⌦ b11 ⌦ b–0

+ �(b–1)⌦ b1+ ⌦ b00 + �(b00)⌦ b–1 ⌦ b1+ + �(b1+)⌦ b00 ⌦ b–1

+ �(b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

For any x, y 2 {0, 1,+, –}, �(b
xy

) =
P

j2{0,1}2(bx⌦b
j1)⌦(b

j1⌦b
j2)⌦(b

j2⌦b
y

),
which has rank 4 as a 3-tensor. For the remaining term, we have that
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Overview	

•  Tensors,	rank	and	networks	of	entangled	pairs	
	
	
•  Tensor	Surgery	
	
	
•  Laser	Method	

�(b00+ b11) =
P

i2{0,1}3(bi1⌦b
i2)⌦ (b

i2⌦b
i3)⌦ (b

i3⌦b
i1), which equals T(C3)

and thus has rank 7 as a 3-tensor, invoking Strassen’s decomposition for the
second time. Therefore, R(T (C5))  6 · 4 + 1 · 7 = 31. This means that we
have achieved our goal of constructing a nontrivial rank-31 decomposition of
the goal tensor T(C5), smaller than the trivial decomposition of size 32.

Identifying T(C3) with the graph C3, we think of  as a “surgery map”
that splits a vertex into two vertices and inserts a new vertex together with
two edges. In pictures, the effect of applying  is

  

Splitting a tensor leg possibly increases tensor rank, as is the case with the
term b00 + b11 above. To remind us of this, we like to decorate the picture
with a “virtual edge” connecting the cut vertices,

  

The crux is the triangle appearing on the right. This triangle indicates the
worst-case situation where �(b00 + b11) = T(C3) has rank 7. Of course, to
get a good decomposition it is important to also keep track of the best-case
situation where �(b

xy

) has rank 4.
In the remaining of this introduction we will state definitions and basic

lemmas, some lower bounds to put our upper bounds into perspective, and
connections to other work.

Definitions and basic lemmas. All our vector spaces will be complex
finite-dimensional vector spaces. However, the ideas in this paper will work
over any field. Let G = (V,E) be a graph and let n be a natural number. Let
b1, . . . , bn be the standard basis of Cn. We define the |V |-tensor T

n

(G) as

T
n

(G) :=
X

i2[n]E

O
v2V

⇣O
e2E:
v2e

b
ie

⌘
,

where the sum is over all tuples i indexed by E with entries in the set
[n] := {1, 2, . . . , n}. Equivalently, we can define T

n

(G) as follows, with
subscripts denoting tensor leg positions,

T
n

(G) =
O
e2E

X
i2[n]

(b
i

⌦ b
i

)
e

⌦ (1⌦ · · ·⌦ 1)
V \e,

where the large tensor product is a tensor product of |V |-tensors. We write T
for T2. We can safely ignore the fact that this tensor depends on the choice
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Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
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⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,
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0.772943
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k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
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�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps

2

tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·

25

tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·

25

tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·

25

tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·

25

tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·

25

tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·

25

+													+	

+													+	

In general, with tensor surgery we can transform decompositions of
matrix multiplication tensors hn1, n2, n3i to decompositions of T

n

(C
k

). We
will illustrate this with T4(C5). We make use of the bounds R(h4, 4, 2i)  26,
R(h4, 4, 4i)  49 and R(h4, 4, 2i)  24, R(h4, 4, 4i)  46, see [HK71, Smi13].
First note that R(T4(C5))  R(T2(C5))

2  312.

Proposition 6. R(T4(C5))  937 < 312 and R(T4(C5))  910.

Proof. Let � be the linear map C4 ⌦C4 7! (C4 ⌦C4)⌦3 defined on simple
tensors by u⌦ v 7! P

j2[4]2(u⌦ b
j1)⌦ (b

j1 ⌦ b
j2)⌦ (b

j2 ⌦ v), and let  be the
linear map (C4⌦C4)⌦3 ! (C4⌦C4)⌦5 which applies � to the first tensor leg.
Then T4(C5) =  (h4, 4, 4i). The tensor square of Strassen’s decomposition
gives a decomposition h4, 4, 4i = P49

i=1 t
1
i

⌦ · · ·⌦ tk
i

such that

#{i | RC2⌦C2(t1
i

) = 1} = 62,

#{i | RC2⌦C2(t1
i

) = 2} = 6 + 6,

#{i | RC2⌦C2(t1
i

) = 4} = 1.

If RC2⌦C2(t1
i

) = 1, then �(t1
i

) has rank 42. If RC2⌦C2(t1
i

) = 2, then �(t1
i

) ⇠=
h4, 4, 2i has rank at most 26. If RC2⌦C2(t1

i

) = 4, then �(t1
i

) ⇠= h4, 4, 4i has
rank at most 49. Therefore, applying  to the simple summands t1

i

⌦ · · ·⌦ tk
i

we obtain R(T4(C5))  62 · 42 + 12 · 26 + 1 · 49 = 937.
For the border rank, we have R(h4, 4, 2i)  24 and R(h4, 4, 4i)  46, so

that R(T4(C5))  62 · 42 + 12 · 24 + 1 · 46 = 910 by the same argument.

In view of the lower bound (9), our bounds might not look that strong. We
will now see, however, that applying the same techniques in the asymptotic
setting yields optimal bounds, assuming ! = 2. Let !

k

:= !(T(C
k

)).

Theorem 7. For k, ` odd, !
k+`�1  !

k

+ !
`

.

The idea of the proof is to take the k-cycle C
k

, split one vertex in C
k

into two vertices and insert `� 2 new vertices in the graph together with the
appropriate `� 1 edges in order to create the (k + `� 1)-cycle. In pictures,
for k = 5 and ` = 3,

  

Next we consider an optimal decomposition of T
n

(C
k

). Not only inserting
` � 1 edges comes with a cost, but also splitting the vertex. The crucial
observation is that the total cost is at most the cost of creating an `-cycle,
which is asymptotically !

`

.
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Tensor	surgery	
•  Transform	non-trivial	decomposiOon	of	iniOal	
tensor	into	non-trivial	decomposiOon	of	target	
tensor	

•  Example:		
rank	7	decomposiOon	of	3	cycle		
												à	rank	31	decomposiOon	of	5	cycle	

•  Procedure:		
1)	cut	open,	generates	virtual	pair	
2)	insert	2	pairs	and	absorb	virtual	pair	

�(b00+ b11) =
P

i2{0,1}3(bi1⌦b
i2)⌦ (b

i2⌦b
i3)⌦ (b

i3⌦b
i1), which equals T(C3)

and thus has rank 7 as a 3-tensor, invoking Strassen’s decomposition for the
second time. Therefore, R(T (C5))  6 · 4 + 1 · 7 = 31. This means that we
have achieved our goal of constructing a nontrivial rank-31 decomposition of
the goal tensor T(C5), smaller than the trivial decomposition of size 32.

Identifying T(C3) with the graph C3, we think of  as a “surgery map”
that splits a vertex into two vertices and inserts a new vertex together with
two edges. In pictures, the effect of applying  is

  

Splitting a tensor leg possibly increases tensor rank, as is the case with the
term b00 + b11 above. To remind us of this, we like to decorate the picture
with a “virtual edge” connecting the cut vertices,

  

The crux is the triangle appearing on the right. This triangle indicates the
worst-case situation where �(b00 + b11) = T(C3) has rank 7. Of course, to
get a good decomposition it is important to also keep track of the best-case
situation where �(b

xy

) has rank 4.
In the remaining of this introduction we will state definitions and basic

lemmas, some lower bounds to put our upper bounds into perspective, and
connections to other work.

Definitions and basic lemmas. All our vector spaces will be complex
finite-dimensional vector spaces. However, the ideas in this paper will work
over any field. Let G = (V,E) be a graph and let n be a natural number. Let
b1, . . . , bn be the standard basis of Cn. We define the |V |-tensor T

n

(G) as

T
n

(G) :=
X

i2[n]E

O
v2V

⇣O
e2E:
v2e

b
ie

⌘
,

where the sum is over all tuples i indexed by E with entries in the set
[n] := {1, 2, . . . , n}. Equivalently, we can define T

n

(G) as follows, with
subscripts denoting tensor leg positions,

T
n

(G) =
O
e2E

X
i2[n]

(b
i

⌦ b
i

)
e

⌦ (1⌦ · · ·⌦ 1)
V \e,

where the large tensor product is a tensor product of |V |-tensors. We write T
for T2. We can safely ignore the fact that this tensor depends on the choice
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Tensor surgery goes as follows. The central idea is to transform a good
decomposition of a well-chosen starting tensor into a good decomposition of
a goal tensor. Take a tensor t of which we know (an upper bound on) the
tensor rank (or border rank, or asymptotic rank). Then, linearly split up
a tensor leg of t into multiple tensor legs and take the tensor product with
another tensor s (“inserting s”) to obtain our goal tensor, carefully keeping
track of the increase in rank that this combined operation causes. Combining
our knowledge of the decomposition of t with our knowledge of the rank
increase gives a decomposition of the goal tensor.

We illustrate tensor surgery with the 5-tensor of the five-cycle C5,

T
⇣ ⌘

=
X

i2{0,1}5
b
i1i2 ⌦ b

i2i3 ⌦ b
i3i4 ⌦ b

i4i5 ⌦ b
i5i1 2 (C2 ⌦C2)⌦5, (1)

where b
ij

:= b
i

⌦ b
j

with {b0, b1} the standard basis of C2. The defining
decomposition (1) of T(C5) has size 32. We can improve this rank upper
bound as follows. Define the linear map � by

� : C2 ⌦ C2 ! (C2 ⌦ C2)⌦3

u⌦ v 7!
X

j2{0,1}2
(u⌦ b

j1)⌦ (b
j1 ⌦ b

j2)⌦ (b
j2 ⌦ v).

Let  : (C2 ⌦C2)⌦3 ! (C2 ⌦C2)⌦5 be the map that applies � at the first
tensor leg. Then

T(C5) =  (T(C3)).

For T(C3) we have a good decomposition, namely Strassen’s decomposition.
Define the elements b+ := b0 + b1 and b– := b0 � b1 in C2. For any pair
of symbols x, y 2 {0, 1,+, –} define b

xy

:= b
x

⌦ b
y

2 C2 ⌦ C2. Strassen’s
decomposition is

T(C3) = � b–0 ⌦ b0+ ⌦ b11 � b11 ⌦ b–0 ⌦ b0+ � b0+ ⌦ b11 ⌦ b–0

+ b–1 ⌦ b1+ ⌦ b00 + b00 ⌦ b–1 ⌦ b1+ + b1+ ⌦ b00 ⌦ b–1

+ (b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

Applying the linear map  to the decomposition yields

T(C5) =  (T(C3))

= � �(b–0)⌦ b0+ ⌦ b11 � �(b11)⌦ b–0 ⌦ b0+ � �(b0+)⌦ b11 ⌦ b–0

+ �(b–1)⌦ b1+ ⌦ b00 + �(b00)⌦ b–1 ⌦ b1+ + �(b1+)⌦ b00 ⌦ b–1

+ �(b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

For any x, y 2 {0, 1,+, –}, �(b
xy

) =
P

j2{0,1}2(bx⌦b
j1)⌦(b

j1⌦b
j2)⌦(b

j2⌦b
y

),
which has rank 4 as a 3-tensor. For the remaining term, we have that
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of symbols x, y 2 {0, 1,+, –} define b
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x

⌦ b
y
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y

),
which has rank 4 as a 3-tensor. For the remaining term, we have that
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Tensor surgery goes as follows. The central idea is to transform a good
decomposition of a well-chosen starting tensor into a good decomposition of
a goal tensor. Take a tensor t of which we know (an upper bound on) the
tensor rank (or border rank, or asymptotic rank). Then, linearly split up
a tensor leg of t into multiple tensor legs and take the tensor product with
another tensor s (“inserting s”) to obtain our goal tensor, carefully keeping
track of the increase in rank that this combined operation causes. Combining
our knowledge of the decomposition of t with our knowledge of the rank
increase gives a decomposition of the goal tensor.

We illustrate tensor surgery with the 5-tensor of the five-cycle C5,
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i1i2 ⌦ b

i2i3 ⌦ b
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i5i1 2 (C2 ⌦C2)⌦5, (1)

where b
ij

:= b
i

⌦ b
j

with {b0, b1} the standard basis of C2. The defining
decomposition (1) of T(C5) has size 32. We can improve this rank upper
bound as follows. Define the linear map � by

� : C2 ⌦ C2 ! (C2 ⌦ C2)⌦3

u⌦ v 7!
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j2{0,1}2
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j1)⌦ (b
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j2)⌦ (b
j2 ⌦ v).
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y

2 C2 ⌦ C2. Strassen’s
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For any x, y 2 {0, 1,+, –}, �(b
xy
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P

j2{0,1}2(bx⌦b
j1)⌦(b
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j2⌦b
y

),
which has rank 4 as a 3-tensor. For the remaining term, we have that

3
�(b00+ b11) =

P
i2{0,1}3(bi1⌦b

i2)⌦ (b
i2⌦b

i3)⌦ (b
i3⌦b

i1), which equals T(C3)
and thus has rank 7 as a 3-tensor, invoking Strassen’s decomposition for the
second time. Therefore, R(T (C5))  6 · 4 + 1 · 7 = 31. This means that we
have achieved our goal of constructing a nontrivial rank-31 decomposition of
the goal tensor T(C5), smaller than the trivial decomposition of size 32.

Identifying T(C3) with the graph C3, we think of  as a “surgery map”
that splits a vertex into two vertices and inserts a new vertex together with
two edges. In pictures, the effect of applying  is

  

Splitting a tensor leg possibly increases tensor rank, as is the case with the
term b00 + b11 above. To remind us of this, we like to decorate the picture
with a “virtual edge” connecting the cut vertices,

  

The crux is the triangle appearing on the right. This triangle indicates the
worst-case situation where �(b00 + b11) = T(C3) has rank 7. Of course, to
get a good decomposition it is important to also keep track of the best-case
situation where �(b

xy

) has rank 4.
In the remaining of this introduction we will state definitions and basic

lemmas, some lower bounds to put our upper bounds into perspective, and
connections to other work.

Definitions and basic lemmas. All our vector spaces will be complex
finite-dimensional vector spaces. However, the ideas in this paper will work
over any field. Let G = (V,E) be a graph and let n be a natural number. Let
b1, . . . , bn be the standard basis of Cn. We define the |V |-tensor T

n

(G) as

T
n

(G) :=
X

i2[n]E

O
v2V

⇣O
e2E:
v2e

b
ie

⌘
,

where the sum is over all tuples i indexed by E with entries in the set
[n] := {1, 2, . . . , n}. Equivalently, we can define T

n

(G) as follows, with
subscripts denoting tensor leg positions,

T
n

(G) =
O
e2E

X
i2[n]

(b
i

⌦ b
i

)
e

⌦ (1⌦ · · ·⌦ 1)
V \e,

where the large tensor product is a tensor product of |V |-tensors. We write T
for T2. We can safely ignore the fact that this tensor depends on the choice

4

tensor, which is the 3-tensor described by the triangle graph C3

T
⇣ ⌘

=
X

i2{0,1}3
(b

i1 ⌦ b
i2)⌦ (b

i2 ⌦ b
i3)⌦ (b

i3 ⌦ b
i1) 2 (C2 ⌦C2)⌦3,

where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another important
example is the so-called rank-two unit 3-tensor, which corresponds to the
hypergraph on three vertices with a single hyperedge {1, 2, 3}

T
⇣ ⌘

=
X

i2{0,1}
b
i

⌦ b
i

⌦ b
i

2 C2 ⌦ C2 ⌦ C2.

In the algebraic complexity theory literature, the two-by-two matrix multipli-
cation tensor is usually denoted by h2, 2, 2i and the rank-two unit 3-tensor
by h2i. As a final illustrative example consider the complete graph on 4
vertices K4 and the corresponding 4-tensor

T
⇣ ⌘

=
X

i2{0,1}6
(b

i1 ⌦ b
i2 ⌦ b

i3)⌦ (b
i3 ⌦ b

i4 ⌦ b
i5)⌦ (b

i2 ⌦ b
i4 ⌦ b

i6)

⌦ (b
i1 ⌦ b

i5 ⌦ b
i6) 2 (C2 ⌦C2 ⌦C2)⌦4.

Our aim is to prove nontrivial upper bounds on tensor rank, border rank
and asymptotic tensor rank. Let us for now focus on tensor rank. The tensor
rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
the tensor can be written as a sum of r simple tensors v1 ⌦ · · · ⌦ v

k

with
v
i

2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL

n1 ⇥ · · · ⇥GL
nk we will

identify tensors that are in the same orbit under this group action. Going
back to our examples, a nontrivial upper bound of seven on the tensor rank
of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
algorithm for multiplying two-by-two matrices [Str69]. This upper bound was
later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.
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=
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Rank=4	
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our knowledge of the decomposition of t with our knowledge of the rank
increase gives a decomposition of the goal tensor.
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Let  : (C2 ⌦C2)⌦3 ! (C2 ⌦C2)⌦5 be the map that applies � at the first
tensor leg. Then

T(C5) =  (T(C3)).

For T(C3) we have a good decomposition, namely Strassen’s decomposition.
Define the elements b+ := b0 + b1 and b– := b0 � b1 in C2. For any pair
of symbols x, y 2 {0, 1,+, –} define b
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2 C2 ⌦ C2. Strassen’s
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) =
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which has rank 4 as a 3-tensor. For the remaining term, we have that
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 6⇥ 4 + 1⇥ 7 = 31 < 25R( )



31<32	...	

•  works	for	all	k-cycles	
•  works	for	border	rank	as	well	
•  and	asymptoOc	rank	

without	knowledge	of	the	decomposiOon,		
always	using	the	“7”	mamu	upper	bound	
	

•  uniformly	bounded	away	from	k	
	

This was previously only known for k  5. Let !
k

= !(T(C
k

)). We prove a
relationship between the exponents of odd cycles,

!
k+`�1  !

k

+ !
`

,

and an upper bound on the exponent of odd cycles in terms of the dual
exponent of matrix multiplication ↵, which we defined in (6),

!
k

 k � ↵
⇣
1 +

1� ↵

k � 1 + ↵

⌘
 k � ↵.

This means that !
k

is bounded away from k by a constant. In Section 3
we turn to the more general version of tensor surgery, where one splits
up a tensor leg into multiple tensor legs and instead of a graph inserts a
hypergraph. We build two asymptotic examples that make use of the “dome
tensor” corresponding to the hypergraph

2. Tensor surgery on cycles

Let t = t1 ⌦ · · · ⌦ tk be a simple k-tensor in
N

k

j=1(Caj ⌦Cbj ). Then, for
any j, we define the local rank RCaj⌦Cbj (t

j) of tj to be the rank of tj as an
element of Caj ⌦ Cbj .

Theorem 5. For any odd number k � 3, the tensor rank of the tensor
corresponding to the cycle graph C

k

is upper bounded by

R(T(C
k

))  2k � 1.

Moreover, T(C
k

) has a decomposition that consists of 2k�2 simple summands
whose first tensor leg has local rank 1 and one simple summand whose first
tensor leg has local rank 2.

Proof. We prove the statement by induction on odd k � 3. If k = 3, then
with notation as in the introduction, Strassen’s decompositions is

T(C3) = � b–0 ⌦ b0+ ⌦ b11 � b11 ⌦ b–0 ⌦ b0+ � b0+ ⌦ b11 ⌦ b–0

+ b–1 ⌦ b1+ ⌦ b00 + b00 ⌦ b–1 ⌦ b1+ + b1+ ⌦ b00 ⌦ b–1

+ (b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11),

so the statement of the theorem holds. Assume that the statement holds
for k = `. This means that T(C

`

) =
P2`�1

i=1 t1
i

⌦ · · ·⌦ t`
i

for some tj
i

2 C2⌦C2

such that

#{i | RC2⌦C2(t1
i

) = 1} = 2` � 2 and #{i | RC2⌦C2(t1
i

) = 2} = 1.
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Proof. Let � be the linear map Cn ⌦Cn ! (Cn ⌦Cn)⌦` defined on simple
tensors by u⌦ v 7! P

j2[n]`�1(u⌦ b
j1)⌦ (b

j1 ⌦ b
j2)⌦ · · ·⌦ (b

j`�1 ⌦ v), and let
 be the linear map (Cn ⌦Cn)⌦k ! (Cn ⌦Cn)⌦k+`�1 that applies � at the
first tensor leg. Then T

n

(C
k+`�1) =  (T

n

(C
k

)). Let " > 0. Then there is a
constant c

"

2 N and a decomposition of T
n

(C
k

) as a sum of at most c
"

n!k+"

simple summands (Lemma 2). Consider one simple summand t1 ⌦ · · ·⌦ tk

in this decomposition. We have RCn⌦Cn(t1)  n and hence �(t1)  T
n

(C
`

).
The rank of  (t1 ⌦ · · ·⌦ tk) is therefore at most d

"

n!`+" for some constant
d
"

2 N. We conclude that the rank of  (T
n

(C
k

)) is at most c
"

d
"

n!k+!`+2",
and thus !

k+`�1  !
k

+ !
`

(Lemma 2).

Corollary 8. Let k � 5 odd. Then, !
k

 !
k�2 + !3 and thus !

k

 k�1
2 !.

Corollary 9. If ! = 2, then !
k

= k � 1 for all odd k.

Remark 10. The proofs of Theorem 5 and Proposition 6 crucially relied
on a careful local rank analysis of Strassen’s decomposition and other de-
compositions of matrix multiplication tensors. The same technique may be
applied in the asymptotic setting to improve the results of Theorem 7, in
the following sense. Suppose one has a specific upper bound for !

k

together
with information about the local ranks in the corresponding decomposition
of T

n

(C
k

) for any n. Then, when applying the surgery map  to such a de-
composition, as in the proof of Theorem 7, one can use the specific local rank
information instead of using the worst-case upper bound RCn⌦Cn(t1)  n,
and thus obtain an improved asymptotic bound.

The local rank viewpoint reveals an interesting fact about the decompo-
sitions of cycle tensors, which is also relevant for the asymptotic local rank
analysis idea. Namely, take the tensor T

n

(C
k

) and let  be the map that
split one of the vertices,

 : (Cn ⌦ Cn)⌦k ! (Cn ⌦ Cn)⌦k�1 ⌦ Cn ⌦ Cn.

Then  (T
n

(C
k

)) = T
n

(L
k

) where L
k

is the linear graph with k edges, and
hence R( (T

n

(C
k

))) = nk. Therefore, if T
n

(C
k

) =
P

r

i=1 t
1
i

⌦ · · · ⌦ tk
i

is a
decomposition into simple tensors, then for any j 2 [k] we have

rX
i=1

RCn⌦Cn(tj
i

) � nk.

Let r = n� and let T
n

(C
k

) =
P

r

i=1 t
1
i

⌦ · · ·⌦ tk
i

be a decomposition. Then
the average local rank at the jth leg is lower bounded by

1

r

rX
i=1

RCn⌦Cn(tj
i

) � nk�� ,
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analysis idea. Namely, take the tensor T

n

(C
k

) and let  be the map that
split one of the vertices,

 : (Cn ⌦ Cn)⌦k ! (Cn ⌦ Cn)⌦k�1 ⌦ Cn ⌦ Cn.

Then  (T
n

(C
k

)) = T
n

(L
k

) where L
k

is the linear graph with k edges, and
hence R( (T

n

(C
k

))) = nk. Therefore, if T
n

(C
k

) =
P

r

i=1 t
1
i

⌦ · · · ⌦ tk
i

is a
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n

(C
k

) =
P

r

i=1 t
1
i

⌦ · · ·⌦ tk
i

be a decomposition. Then
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while max
i2[r]RCn⌦Cn(tj

i

)  n. If � is close to k � 1, then the average local
rank is close to the maximum. However, if � is bounded away from k � 1
then there is a gap between average and maximum local rank, so that an
improvement by local rank analysis as described above is possible.

The following theorem gives an upper bound on !
k

in terms of the dual
exponent of matrix multiplication ↵.

Theorem 11. For any odd k � 3, !
k

 k � ↵
�
1 + 1�↵

k�1+↵

�  k � ↵.

The idea of the proof is as follows. We start with the unbalanced triangle
tensor hn, n, bn↵ci. On the graph level, we split a vertex, and insert a vertex
with two edges:

↵
 ↵

↵

 ↵

↵

The crucial observation is that the total cost of splitting a vertex and inserting
one vertex with the two appropriate edges is !(hn, n, bn↵ci) which is 2.
Repeating this procedure (k � 1)/2 times yields T

n

(C
k

) but with edges
“weighted” by bn↵c, n, . . . , n respectively, at cost k � 1 in the exponent. To
get an evenly weighted T

n

(C
k

) we symmetrise cyclically.

Proof. Let 0 < � < ↵. Let T
n,�

(C
`

) be the cycle tensor with edges weighted
by bn�c, n, . . . , n respectively,

T
n,�

(C
`

) =
X

i2[bn�c]⇥[n]⇥(`�1)

(b
i1 ⌦ b

i2)⌦ (b
i2 ⌦ b

i3)⌦ · · ·⌦ (b
i` ⌦ b

i1).

We will show that R(T
n,�

(C
k

)) = O(nk�1+") for all " > 0 by induction on
odd k � 3. For k = 3, the statement is true by definition of ↵. Suppose the
statement holds for k = `. Let � be the linear map Cn ⌦Cn ! (Cn ⌦Cn)⌦3

defined on simple tensors by u⌦ v 7! P
j2[n]2(u⌦b

j1)⌦ (b
j1 ⌦b

j2)⌦ (b
j2 ⌦v),

and let  
`

be the linear map (Cn ⌦Cn)⌦` ! (Cn ⌦Cn)⌦`+2 that applies �
at the first tensor leg. Then,

T
n,�

(C
`+2) =  

`

(T
n,�

(C
`

)).

Let " > 0. There is a constant c
"

2 N and a decomposition of R(T
n,�

(C
`

)) as
a sum of at most c

"

n(`�1)+" simple summands (Lemma 2). Consider one sim-
ple summand t1 ⌦ · · ·⌦ t` in this decomposition. We have RCbn�c⌦Cn(t1) 
bn�c and hence �(t1)  T

n,�

(C3). The rank of  (t1 ⌦ · · · ⌦ tk) is there-
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(Le	Gall)	
=1	iff	w=2	



Other	graphs	and	hypergraphs	

can cover the 5-cycle on the left at cost !5 and the remaining edges at cost 1
each, which implies that !(T(G))  !(T(C5))+28. Therefore, by Theorem 7
if ! = 2, then !(T(G)) = 32. We will now prove this bound independently
of ! being 2.

Proposition 15. !(T(G)) = 32.

Proof. It remains to show the upper bound. We start off with the rectangular
matrix multiplication tensor hn, n4, n4i at cost !(1, 4, 4) = 4!(14 , 1, 1) = 2
(by Lemma 4 and since 1

4 < ↵), and, viewing it as a triangle graph

1
4

4

split up one of the low-dimension vertices into three vertices such that the
resulting tensor corresponds to the following graph:

1
1 3

4

We then insert a new vertex and edges with multiplicity 8 as follows:

8
88

1
1 3

4

Since the rank of a tensor in Cn ⌦ Cn ⌦ Cn

3 is at most n2, the linear map
which splits up the vertex and inserts the new vertex together with the
appropriate edges with multiplicity 8 has cost at most the cost of creating
the tensor corresponding to the hypergraph T(dome1,4)⌦2 of Lemma 14. We
thus obtain the upper bound !(T(G))  4!(14 , 1, 1) + 2!(T(dome1,4)) 
4 · 2 + 2 · 12 = 32.

In the second example we will be inserting a hypergraph into a hypergraph.
Define H as the hypergraph

Proposition 16. We have 6  !(T(H))  6!/2.
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while max
i2[r]RCn⌦Cn(tj

i

)  n. If � is close to k � 1, then the average local
rank is close to the maximum. However, if � is bounded away from k � 1
then there is a gap between average and maximum local rank, so that an
improvement by local rank analysis as described above is possible.

The following theorem gives an upper bound on !
k

in terms of the dual
exponent of matrix multiplication ↵.

Theorem 11. For any odd k � 3, !
k

 k � ↵
�
1 + 1�↵

k�1+↵

�  k � ↵.

The idea of the proof is as follows. We start with the unbalanced triangle
tensor hn, n, bn↵ci. On the graph level, we split a vertex, and insert a vertex
with two edges:

↵
 ↵

↵

 ↵

↵

The crucial observation is that the total cost of splitting a vertex and inserting
one vertex with the two appropriate edges is !(hn, n, bn↵ci) which is 2.
Repeating this procedure (k � 1)/2 times yields T

n

(C
k

) but with edges
“weighted” by bn↵c, n, . . . , n respectively, at cost k � 1 in the exponent. To
get an evenly weighted T

n

(C
k

) we symmetrise cyclically.

Proof. Let 0 < � < ↵. Let T
n,�

(C
`

) be the cycle tensor with edges weighted
by bn�c, n, . . . , n respectively,

T
n,�

(C
`

) =
X

i2[bn�c]⇥[n]⇥(`�1)

(b
i1 ⌦ b

i2)⌦ (b
i2 ⌦ b

i3)⌦ · · ·⌦ (b
i` ⌦ b

i1).

We will show that R(T
n,�

(C
k

)) = O(nk�1+") for all " > 0 by induction on
odd k � 3. For k = 3, the statement is true by definition of ↵. Suppose the
statement holds for k = `. Let � be the linear map Cn ⌦Cn ! (Cn ⌦Cn)⌦3

defined on simple tensors by u⌦ v 7! P
j2[n]2(u⌦b

j1)⌦ (b
j1 ⌦b

j2)⌦ (b
j2 ⌦v),

and let  
`

be the linear map (Cn ⌦Cn)⌦` ! (Cn ⌦Cn)⌦`+2 that applies �
at the first tensor leg. Then,

T
n,�

(C
`+2) =  

`

(T
n,�

(C
`

)).

Let " > 0. There is a constant c
"

2 N and a decomposition of R(T
n,�

(C
`

)) as
a sum of at most c

"

n(`�1)+" simple summands (Lemma 2). Consider one sim-
ple summand t1 ⌦ · · ·⌦ t` in this decomposition. We have RCbn�c⌦Cn(t1) 
bn�c and hence �(t1)  T
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2 N. We conclude that the
rank of  (T

n,�

(C
`+2)) is at most c

"

d
"

n`�1+2+2" = c
"

d
"

n`+1+2", and thus
R(T

n,�

(C
`+2)) = O(n`+1+") for any " > 0.

Symmetrizing T
n,�

(C
k

) cyclically gives us a balanced cycle tensor, as
follows: T

n

k�1bn�c(Ck

) ⇠= N
�2Ck

� · T
n,�

(C
k

), with C
k

acting by permuting

13

while max
i2[r]RCn⌦Cn(tj

i

)  n. If � is close to k � 1, then the average local
rank is close to the maximum. However, if � is bounded away from k � 1
then there is a gap between average and maximum local rank, so that an
improvement by local rank analysis as described above is possible.

The following theorem gives an upper bound on !
k

in terms of the dual
exponent of matrix multiplication ↵.

Theorem 11. For any odd k � 3, !
k

 k � ↵
�
1 + 1�↵

k�1+↵

�  k � ↵.

The idea of the proof is as follows. We start with the unbalanced triangle
tensor hn, n, bn↵ci. On the graph level, we split a vertex, and insert a vertex
with two edges:

↵
 ↵

↵

 ↵

↵

The crucial observation is that the total cost of splitting a vertex and inserting
one vertex with the two appropriate edges is !(hn, n, bn↵ci) which is 2.
Repeating this procedure (k � 1)/2 times yields T

n

(C
k

) but with edges
“weighted” by bn↵c, n, . . . , n respectively, at cost k � 1 in the exponent. To
get an evenly weighted T

n

(C
k

) we symmetrise cyclically.

Proof. Let 0 < � < ↵. Let T
n,�

(C
`

) be the cycle tensor with edges weighted
by bn�c, n, . . . , n respectively,

T
n,�

(C
`

) =
X

i2[bn�c]⇥[n]⇥(`�1)

(b
i1 ⌦ b

i2)⌦ (b
i2 ⌦ b

i3)⌦ · · ·⌦ (b
i` ⌦ b

i1).

We will show that R(T
n,�

(C
k

)) = O(nk�1+") for all " > 0 by induction on
odd k � 3. For k = 3, the statement is true by definition of ↵. Suppose the
statement holds for k = `. Let � be the linear map Cn ⌦Cn ! (Cn ⌦Cn)⌦3

defined on simple tensors by u⌦ v 7! P
j2[n]2(u⌦b

j1)⌦ (b
j1 ⌦b

j2)⌦ (b
j2 ⌦v),

and let  
`

be the linear map (Cn ⌦Cn)⌦` ! (Cn ⌦Cn)⌦`+2 that applies �
at the first tensor leg. Then,

T
n,�

(C
`+2) =  

`

(T
n,�

(C
`

)).

Let " > 0. There is a constant c
"

2 N and a decomposition of R(T
n,�

(C
`

)) as
a sum of at most c

"

n(`�1)+" simple summands (Lemma 2). Consider one sim-
ple summand t1 ⌦ · · ·⌦ t` in this decomposition. We have RCbn�c⌦Cn(t1) 
bn�c and hence �(t1)  T

n,�

(C3). The rank of  (t1 ⌦ · · · ⌦ tk) is there-
fore at most d

"

n2+" for some constant d
"

2 N. We conclude that the
rank of  (T

n,�

(C
`+2)) is at most c

"

d
"

n`�1+2+2" = c
"

d
"

n`+1+2", and thus
R(T

n,�

(C
`+2)) = O(n`+1+") for any " > 0.

Symmetrizing T
n,�

(C
k

) cyclically gives us a balanced cycle tensor, as
follows: T

n

k�1bn�c(Ck

) ⇠= N
�2Ck

� · T
n,�

(C
k

), with C
k

acting by permuting

13

Proof. The lower bound follows from grouping the white vertices together and
grouping the black vertices together, and taking the corresponding flattening.
For the upper bound, we start off with the dome dome1,1

We split one of the vertices in the hyperedge, as follows

and insert the remaining vertices and edges as to obtain the goal tensor.

We see that the combined cost of splitting the vertex and inserting the vertices
and edges is at most !(T(dome1,1)) which is at most 3!/2 (Lemma 13). We
conclude that !(T(G))  2!(T(dome1,1))  6!/2.

Of course, by replacing dome1,1 by dome1,4 one can obtain an exact result
like in Proposition 15.
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while max
i2[r]RCn⌦Cn(tj

i

)  n. If � is close to k � 1, then the average local
rank is close to the maximum. However, if � is bounded away from k � 1
then there is a gap between average and maximum local rank, so that an
improvement by local rank analysis as described above is possible.

The following theorem gives an upper bound on !
k

in terms of the dual
exponent of matrix multiplication ↵.

Theorem 11. For any odd k � 3, !
k

 k � ↵
�
1 + 1�↵

k�1+↵

�  k � ↵.

The idea of the proof is as follows. We start with the unbalanced triangle
tensor hn, n, bn↵ci. On the graph level, we split a vertex, and insert a vertex
with two edges:

↵
 ↵

↵

 ↵

↵

The crucial observation is that the total cost of splitting a vertex and inserting
one vertex with the two appropriate edges is !(hn, n, bn↵ci) which is 2.
Repeating this procedure (k � 1)/2 times yields T

n

(C
k

) but with edges
“weighted” by bn↵c, n, . . . , n respectively, at cost k � 1 in the exponent. To
get an evenly weighted T

n

(C
k

) we symmetrise cyclically.

Proof. Let 0 < � < ↵. Let T
n,�

(C
`

) be the cycle tensor with edges weighted
by bn�c, n, . . . , n respectively,

T
n,�

(C
`

) =
X

i2[bn�c]⇥[n]⇥(`�1)

(b
i1 ⌦ b

i2)⌦ (b
i2 ⌦ b

i3)⌦ · · ·⌦ (b
i` ⌦ b

i1).

We will show that R(T
n,�

(C
k

)) = O(nk�1+") for all " > 0 by induction on
odd k � 3. For k = 3, the statement is true by definition of ↵. Suppose the
statement holds for k = `. Let � be the linear map Cn ⌦Cn ! (Cn ⌦Cn)⌦3

defined on simple tensors by u⌦ v 7! P
j2[n]2(u⌦b

j1)⌦ (b
j1 ⌦b

j2)⌦ (b
j2 ⌦v),

and let  
`

be the linear map (Cn ⌦Cn)⌦` ! (Cn ⌦Cn)⌦`+2 that applies �
at the first tensor leg. Then,

T
n,�

(C
`+2) =  

`

(T
n,�

(C
`

)).

Let " > 0. There is a constant c
"

2 N and a decomposition of R(T
n,�

(C
`

)) as
a sum of at most c

"

n(`�1)+" simple summands (Lemma 2). Consider one sim-
ple summand t1 ⌦ · · ·⌦ t` in this decomposition. We have RCbn�c⌦Cn(t1) 
bn�c and hence �(t1)  T

n,�

(C3). The rank of  (t1 ⌦ · · · ⌦ tk) is there-
fore at most d

"

n2+" for some constant d
"

2 N. We conclude that the
rank of  (T

n,�

(C
`+2)) is at most c

"

d
"

n`�1+2+2" = c
"

d
"

n`+1+2", and thus
R(T
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(C
`+2)) = O(n`+1+") for any " > 0.

Symmetrizing T
n,�

(C
k

) cyclically gives us a balanced cycle tensor, as
follows: T

n

k�1bn�c(Ck

) ⇠= N
�2Ck

� · T
n,�

(C
k

), with C
k

acting by permuting
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can cover the 5-cycle on the left at cost !5 and the remaining edges at cost 1
each, which implies that !(T(G))  !(T(C5))+28. Therefore, by Theorem 7
if ! = 2, then !(T(G)) = 32. We will now prove this bound independently
of ! being 2.

Proposition 15. !(T(G)) = 32.

Proof. It remains to show the upper bound. We start off with the rectangular
matrix multiplication tensor hn, n4, n4i at cost !(1, 4, 4) = 4!(14 , 1, 1) = 2
(by Lemma 4 and since 1

4 < ↵), and, viewing it as a triangle graph

1
4

4

split up one of the low-dimension vertices into three vertices such that the
resulting tensor corresponds to the following graph:

1
1 3

4

We then insert a new vertex and edges with multiplicity 8 as follows:

8
88

1
1 3

4

Since the rank of a tensor in Cn ⌦ Cn ⌦ Cn

3 is at most n2, the linear map
which splits up the vertex and inserts the new vertex together with the
appropriate edges with multiplicity 8 has cost at most the cost of creating
the tensor corresponding to the hypergraph T(dome1,4)⌦2 of Lemma 14. We
thus obtain the upper bound !(T(G))  4!(14 , 1, 1) + 2!(T(dome1,4)) 
4 · 2 + 2 · 12 = 32.

In the second example we will be inserting a hypergraph into a hypergraph.
Define H as the hypergraph

Proposition 16. We have 6  !(T(H))  6!/2.

17
Works	well	for	sparse	graphs	and	hypergraphs!	
Your	tensor?	
What	about	dense	graphs?	



Dense	graphs	

•  Tensor	surgery	needs	a	good	starOng	tensor	
The	best	we	have	is	mamu!	

•  in	tensor	sugergy	asymptoOc	log	rank	per	edge	
increases	(no	problem	for	sparse	graphs)	

•  best	upper	bounds	from	mamu	covering	
•  Can	we	beat	this	for	some	graph?	
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tensor, which is the 3-tensor described by the triangle graph C3

T
⇣ ⌘

=
X

i2{0,1}3
(b

i1 ⌦ b
i2)⌦ (b

i2 ⌦ b
i3)⌦ (b

i3 ⌦ b
i1) 2 (C2 ⌦C2)⌦3,

where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another important
example is the so-called rank-two unit 3-tensor, which corresponds to the
hypergraph on three vertices with a single hyperedge {1, 2, 3}

T
⇣ ⌘

=
X

i2{0,1}
b
i

⌦ b
i

⌦ b
i

2 C2 ⌦ C2 ⌦ C2.

In the algebraic complexity theory literature, the two-by-two matrix multipli-
cation tensor is usually denoted by h2, 2, 2i and the rank-two unit 3-tensor
by h2i. As a final illustrative example consider the complete graph on 4
vertices K4 and the corresponding 4-tensor

T
⇣ ⌘

=
X

i2{0,1}6
(b

i1 ⌦ b
i2 ⌦ b

i3)⌦ (b
i3 ⌦ b

i4 ⌦ b
i5)⌦ (b

i2 ⌦ b
i4 ⌦ b

i6)

⌦ (b
i1 ⌦ b

i5 ⌦ b
i6) 2 (C2 ⌦C2 ⌦C2)⌦4.

Our aim is to prove nontrivial upper bounds on tensor rank, border rank
and asymptotic tensor rank. Let us for now focus on tensor rank. The tensor
rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
the tensor can be written as a sum of r simple tensors v1 ⌦ · · · ⌦ v

k

with
v
i

2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL

n1 ⇥ · · · ⇥GL
nk we will

identify tensors that are in the same orbit under this group action. Going
back to our examples, a nontrivial upper bound of seven on the tensor rank
of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
algorithm for multiplying two-by-two matrices [Str69]. This upper bound was
later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.

2

This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
2-tensor as

T

� �
=

X
i2{0,1}

bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have

T

⇣ ⌘
= T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
=

X
i2{0,1}6

(bi1⌦bi2⌦bi5)⌦ (bi2⌦bi3⌦bi6)⌦ (bi3⌦bi4⌦bi5)⌦ (bi1⌦bi4⌦bi6)

living in (C8
)

⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
⌦N

)  2

0.772943
(

k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps

2

Tensor surgery goes as follows. The central idea is to transform a good
decomposition of a well-chosen starting tensor into a good decomposition of
a goal tensor. Take a tensor t of which we know (an upper bound on) the
tensor rank (or border rank, or asymptotic rank). Then, linearly split up
a tensor leg of t into multiple tensor legs and take the tensor product with
another tensor s (“inserting s”) to obtain our goal tensor, carefully keeping
track of the increase in rank that this combined operation causes. Combining
our knowledge of the decomposition of t with our knowledge of the rank
increase gives a decomposition of the goal tensor.

We illustrate tensor surgery with the 5-tensor of the five-cycle C5,

T
⇣ ⌘

=
X

i2{0,1}5
b
i1i2 ⌦ b

i2i3 ⌦ b
i3i4 ⌦ b

i4i5 ⌦ b
i5i1 2 (C2 ⌦C2)⌦5, (1)

where b
ij

:= b
i

⌦ b
j

with {b0, b1} the standard basis of C2. The defining
decomposition (1) of T(C5) has size 32. We can improve this rank upper
bound as follows. Define the linear map � by

� : C2 ⌦ C2 ! (C2 ⌦ C2)⌦3

u⌦ v 7!
X

j2{0,1}2
(u⌦ b

j1)⌦ (b
j1 ⌦ b

j2)⌦ (b
j2 ⌦ v).

Let  : (C2 ⌦C2)⌦3 ! (C2 ⌦C2)⌦5 be the map that applies � at the first
tensor leg. Then

T(C5) =  (T(C3)).

For T(C3) we have a good decomposition, namely Strassen’s decomposition.
Define the elements b+ := b0 + b1 and b– := b0 � b1 in C2. For any pair
of symbols x, y 2 {0, 1,+, –} define b

xy

:= b
x

⌦ b
y

2 C2 ⌦ C2. Strassen’s
decomposition is

T(C3) = � b–0 ⌦ b0+ ⌦ b11 � b11 ⌦ b–0 ⌦ b0+ � b0+ ⌦ b11 ⌦ b–0

+ b–1 ⌦ b1+ ⌦ b00 + b00 ⌦ b–1 ⌦ b1+ + b1+ ⌦ b00 ⌦ b–1

+ (b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

Applying the linear map  to the decomposition yields

T(C5) =  (T(C3))

= � �(b–0)⌦ b0+ ⌦ b11 � �(b11)⌦ b–0 ⌦ b0+ � �(b0+)⌦ b11 ⌦ b–0

+ �(b–1)⌦ b1+ ⌦ b00 + �(b00)⌦ b–1 ⌦ b1+ + �(b1+)⌦ b00 ⌦ b–1

+ �(b00 + b11)⌦ (b00 + b11)⌦ (b00 + b11).

For any x, y 2 {0, 1,+, –}, �(b
xy

) =
P

j2{0,1}2(bx⌦b
j1)⌦(b

j1⌦b
j2)⌦(b

j2⌦b
y

),
which has rank 4 as a 3-tensor. For the remaining term, we have that
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Overview	

•  Tensors,	rank	and	networks	of	entangled	pairs	
	
	
•  Tensor	Surgery	
	
	
•  Laser	Method	

�(b00+ b11) =
P

i2{0,1}3(bi1⌦b
i2)⌦ (b

i2⌦b
i3)⌦ (b

i3⌦b
i1), which equals T(C3)

and thus has rank 7 as a 3-tensor, invoking Strassen’s decomposition for the
second time. Therefore, R(T (C5))  6 · 4 + 1 · 7 = 31. This means that we
have achieved our goal of constructing a nontrivial rank-31 decomposition of
the goal tensor T(C5), smaller than the trivial decomposition of size 32.

Identifying T(C3) with the graph C3, we think of  as a “surgery map”
that splits a vertex into two vertices and inserts a new vertex together with
two edges. In pictures, the effect of applying  is

  

Splitting a tensor leg possibly increases tensor rank, as is the case with the
term b00 + b11 above. To remind us of this, we like to decorate the picture
with a “virtual edge” connecting the cut vertices,

  

The crux is the triangle appearing on the right. This triangle indicates the
worst-case situation where �(b00 + b11) = T(C3) has rank 7. Of course, to
get a good decomposition it is important to also keep track of the best-case
situation where �(b

xy

) has rank 4.
In the remaining of this introduction we will state definitions and basic

lemmas, some lower bounds to put our upper bounds into perspective, and
connections to other work.

Definitions and basic lemmas. All our vector spaces will be complex
finite-dimensional vector spaces. However, the ideas in this paper will work
over any field. Let G = (V,E) be a graph and let n be a natural number. Let
b1, . . . , bn be the standard basis of Cn. We define the |V |-tensor T

n

(G) as

T
n

(G) :=
X

i2[n]E

O
v2V

⇣O
e2E:
v2e

b
ie

⌘
,

where the sum is over all tuples i indexed by E with entries in the set
[n] := {1, 2, . . . , n}. Equivalently, we can define T

n

(G) as follows, with
subscripts denoting tensor leg positions,

T
n

(G) =
O
e2E

X
i2[n]

(b
i

⌦ b
i

)
e

⌦ (1⌦ · · ·⌦ 1)
V \e,

where the large tensor product is a tensor product of |V |-tensors. We write T
for T2. We can safely ignore the fact that this tensor depends on the choice
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This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
2-tensor as
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=

X
i2{0,1}

bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have

T
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⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
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)  2
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2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
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= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps
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tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·
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In general, with tensor surgery we can transform decompositions of
matrix multiplication tensors hn1, n2, n3i to decompositions of T

n

(C
k

). We
will illustrate this with T4(C5). We make use of the bounds R(h4, 4, 2i)  26,
R(h4, 4, 4i)  49 and R(h4, 4, 2i)  24, R(h4, 4, 4i)  46, see [HK71, Smi13].
First note that R(T4(C5))  R(T2(C5))

2  312.

Proposition 6. R(T4(C5))  937 < 312 and R(T4(C5))  910.

Proof. Let � be the linear map C4 ⌦C4 7! (C4 ⌦C4)⌦3 defined on simple
tensors by u⌦ v 7! P

j2[4]2(u⌦ b
j1)⌦ (b

j1 ⌦ b
j2)⌦ (b

j2 ⌦ v), and let  be the
linear map (C4⌦C4)⌦3 ! (C4⌦C4)⌦5 which applies � to the first tensor leg.
Then T4(C5) =  (h4, 4, 4i). The tensor square of Strassen’s decomposition
gives a decomposition h4, 4, 4i = P49

i=1 t
1
i

⌦ · · ·⌦ tk
i

such that

#{i | RC2⌦C2(t1
i

) = 1} = 62,

#{i | RC2⌦C2(t1
i

) = 2} = 6 + 6,

#{i | RC2⌦C2(t1
i

) = 4} = 1.

If RC2⌦C2(t1
i

) = 1, then �(t1
i

) has rank 42. If RC2⌦C2(t1
i

) = 2, then �(t1
i

) ⇠=
h4, 4, 2i has rank at most 26. If RC2⌦C2(t1

i

) = 4, then �(t1
i

) ⇠= h4, 4, 4i has
rank at most 49. Therefore, applying  to the simple summands t1

i

⌦ · · ·⌦ tk
i

we obtain R(T4(C5))  62 · 42 + 12 · 26 + 1 · 49 = 937.
For the border rank, we have R(h4, 4, 2i)  24 and R(h4, 4, 4i)  46, so

that R(T4(C5))  62 · 42 + 12 · 24 + 1 · 46 = 910 by the same argument.

In view of the lower bound (9), our bounds might not look that strong. We
will now see, however, that applying the same techniques in the asymptotic
setting yields optimal bounds, assuming ! = 2. Let !

k

:= !(T(C
k

)).

Theorem 7. For k, ` odd, !
k+`�1  !

k

+ !
`

.

The idea of the proof is to take the k-cycle C
k

, split one vertex in C
k

into two vertices and insert `� 2 new vertices in the graph together with the
appropriate `� 1 edges in order to create the (k + `� 1)-cycle. In pictures,
for k = 5 and ` = 3,

  

Next we consider an optimal decomposition of T
n

(C
k

). Not only inserting
` � 1 edges comes with a cost, but also splitting the vertex. The crucial
observation is that the total cost is at most the cost of creating an `-cycle,
which is asymptotically !

`

.
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Laser	method	

•  by	Strassen	for	upper	bound	on	mamu	exponent	
•  with	Coppersmith	and	Winograd	starOng	tensor	
1)  choose	starOng	tensor	with	low	border	rank	
	with	suitable	coarse	outer	structure	(W	type)	
	and	fine	inner	structure	(Mamu-type)	

2)	take	many	copies	and	extract	unit	tensors	
	from	W,	each	inner	tensor	is	Mamu-type	

3)	The	Mamu-type	tensors	can	be	a	li4le	different.		
	Schönhage´s	asymptoOc	sum	inequality	makes	
	them	equal	(coherent	–	thus	the	name	“laser”)	



																	versus	

This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
2-tensor as

T

� �
=

X
i2{0,1}

bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have

T

⇣ ⌘
= T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
⌦ T

⇣ ⌘
=

X
i2{0,1}6

(bi1⌦bi2⌦bi5)⌦ (bi2⌦bi3⌦bi6)⌦ (bi3⌦bi4⌦bi5)⌦ (bi1⌦bi4⌦bi6)

living in (C8
)

⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
⌦N

)  2

0.772943
(

k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps

2

tensor, which is the 3-tensor described by the triangle graph C3

T
⇣ ⌘

=
X

i2{0,1}3
(b

i1 ⌦ b
i2)⌦ (b

i2 ⌦ b
i3)⌦ (b

i3 ⌦ b
i1) 2 (C2 ⌦C2)⌦3,

where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another important
example is the so-called rank-two unit 3-tensor, which corresponds to the
hypergraph on three vertices with a single hyperedge {1, 2, 3}

T
⇣ ⌘

=
X

i2{0,1}
b
i

⌦ b
i

⌦ b
i

2 C2 ⌦ C2 ⌦ C2.

In the algebraic complexity theory literature, the two-by-two matrix multipli-
cation tensor is usually denoted by h2, 2, 2i and the rank-two unit 3-tensor
by h2i. As a final illustrative example consider the complete graph on 4
vertices K4 and the corresponding 4-tensor

T
⇣ ⌘

=
X

i2{0,1}6
(b

i1 ⌦ b
i2 ⌦ b

i3)⌦ (b
i3 ⌦ b

i4 ⌦ b
i5)⌦ (b

i2 ⌦ b
i4 ⌦ b

i6)

⌦ (b
i1 ⌦ b

i5 ⌦ b
i6) 2 (C2 ⌦C2 ⌦C2)⌦4.

Our aim is to prove nontrivial upper bounds on tensor rank, border rank
and asymptotic tensor rank. Let us for now focus on tensor rank. The tensor
rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
the tensor can be written as a sum of r simple tensors v1 ⌦ · · · ⌦ v

k

with
v
i

2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL

n1 ⇥ · · · ⇥GL
nk we will

identify tensors that are in the same orbit under this group action. Going
back to our examples, a nontrivial upper bound of seven on the tensor rank
of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
algorithm for multiplying two-by-two matrices [Str69]. This upper bound was
later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.

2

tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
+ Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·
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We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·
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This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
2-tensor as

T

� �
=

X
i2{0,1}

bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have

T

⇣ ⌘
= T

⇣ ⌘
⌦ T
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⌦ T
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⌦ T
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X
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(bi1⌦bi2⌦bi5)⌦ (bi2⌦bi3⌦bi6)⌦ (bi3⌦bi4⌦bi5)⌦ (bi1⌦bi4⌦bi6)

living in (C8
)

⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
⌦N

)  2

0.772943
(

k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps
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Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have
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⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,
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the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
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= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps
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This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
2-tensor as
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X
i2{0,1}

bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4
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⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,
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0.772943
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We say that the exponent !(T(Kk)) is at most 0.772943
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and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps
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tensor, which is the 3-tensor described by the triangle graph C3

T
⇣ ⌘

=
X

i2{0,1}3
(b

i1 ⌦ b
i2)⌦ (b

i2 ⌦ b
i3)⌦ (b

i3 ⌦ b
i1) 2 (C2 ⌦C2)⌦3,

where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another important
example is the so-called rank-two unit 3-tensor, which corresponds to the
hypergraph on three vertices with a single hyperedge {1, 2, 3}

T
⇣ ⌘

=
X

i2{0,1}
b
i

⌦ b
i

⌦ b
i

2 C2 ⌦ C2 ⌦ C2.

In the algebraic complexity theory literature, the two-by-two matrix multipli-
cation tensor is usually denoted by h2, 2, 2i and the rank-two unit 3-tensor
by h2i. As a final illustrative example consider the complete graph on 4
vertices K4 and the corresponding 4-tensor

T
⇣ ⌘

=
X

i2{0,1}6
(b

i1 ⌦ b
i2 ⌦ b

i3)⌦ (b
i3 ⌦ b

i4 ⌦ b
i5)⌦ (b

i2 ⌦ b
i4 ⌦ b

i6)

⌦ (b
i1 ⌦ b

i5 ⌦ b
i6) 2 (C2 ⌦C2 ⌦C2)⌦4.

Our aim is to prove nontrivial upper bounds on tensor rank, border rank
and asymptotic tensor rank. Let us for now focus on tensor rank. The tensor
rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
the tensor can be written as a sum of r simple tensors v1 ⌦ · · · ⌦ v

k

with
v
i

2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL

n1 ⇥ · · · ⇥GL
nk we will

identify tensors that are in the same orbit under this group action. Going
back to our examples, a nontrivial upper bound of seven on the tensor rank
of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
algorithm for multiplying two-by-two matrices [Str69]. This upper bound was
later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.
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This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
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bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have
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⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
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0.772943
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k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
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�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps
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of the matrix multiplication tensor. To use the generalized Coppersmith-
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where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another important
example is the so-called rank-two unit 3-tensor, which corresponds to the
hypergraph on three vertices with a single hyperedge {1, 2, 3}

T
⇣ ⌘

=
X

i2{0,1}
b
i

⌦ b
i

⌦ b
i

2 C2 ⌦ C2 ⌦ C2.

In the algebraic complexity theory literature, the two-by-two matrix multipli-
cation tensor is usually denoted by h2, 2, 2i and the rank-two unit 3-tensor
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vertices K4 and the corresponding 4-tensor
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Our aim is to prove nontrivial upper bounds on tensor rank, border rank
and asymptotic tensor rank. Let us for now focus on tensor rank. The tensor
rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
the tensor can be written as a sum of r simple tensors v1 ⌦ · · · ⌦ v
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2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL

n1 ⇥ · · · ⇥GL
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identify tensors that are in the same orbit under this group action. Going
back to our examples, a nontrivial upper bound of seven on the tensor rank
of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
algorithm for multiplying two-by-two matrices [Str69]. This upper bound was
later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.
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⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
⌦N

)  2

0.772943
(

k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
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upper bound of Le Gall [LG14] on the exponent of matrix multiplication
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By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
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of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps
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where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another important
example is the so-called rank-two unit 3-tensor, which corresponds to the
hypergraph on three vertices with a single hyperedge {1, 2, 3}
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In the algebraic complexity theory literature, the two-by-two matrix multipli-
cation tensor is usually denoted by h2, 2, 2i and the rank-two unit 3-tensor
by h2i. As a final illustrative example consider the complete graph on 4
vertices K4 and the corresponding 4-tensor
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Our aim is to prove nontrivial upper bounds on tensor rank, border rank
and asymptotic tensor rank. Let us for now focus on tensor rank. The tensor
rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
the tensor can be written as a sum of r simple tensors v1 ⌦ · · · ⌦ v

k

with
v
i

2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL

n1 ⇥ · · · ⇥GL
nk we will

identify tensors that are in the same orbit under this group action. Going
back to our examples, a nontrivial upper bound of seven on the tensor rank
of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
algorithm for multiplying two-by-two matrices [Str69]. This upper bound was
later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.
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tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T
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X
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(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):
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We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:
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The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):
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where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
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nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.
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This paper is motivated by the study of the tensor rank of powers of tensors
that are generalizations of the matrix multiplication tensor. Consider a graph
with two vertices connected by a single edge. We define the corresponding
2-tensor as

T

� �
=

X
i2{0,1}

bi ⌦ bi 2 C2 ⌦ C2.

Let G be any graph. Then we define T(G) to be the |V |-tensor obtained
by taking the tensor product of the tensors corresponding to the edges
of G, grouping corresponding vertices together (the full definition is in
Definition 1.1.1). For example, for the complete graph on four vertices K4

we have

T

⇣ ⌘
= T

⇣ ⌘
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X
i2{0,1}6

(bi1⌦bi2⌦bi5)⌦ (bi2⌦bi3⌦bi6)⌦ (bi3⌦bi4⌦bi5)⌦ (bi1⌦bi4⌦bi6)

living in (C8
)

⌦4. We can ignore the dependence of this tensor on the order
of the edges, since tensor rank is invariant under this choice. Let Kk be the
complete graph on k vertices. The 2⇥ 2 matrix multiplication tensor is the
tensor T(K3).

The main result of this paper is an upper bound on the tensor rank of
large tensor powers of T(Kk): for any k � 4 and large N ,

R(T(Kk)
⌦N

)  2

0.772943
(

k
2)N+o(N). (1)

We say that the exponent !(T(Kk)) is at most 0.772943
�
k
2

�
and we say that

the exponent per edge ⌧(T(Kk)) is at most 0.772943. This improves, for k � 4,
the bound ⌧(T(Kk))  0.790955 that can be derived from the well-known
upper bound of Le Gall [LG14] on the exponent of matrix multiplication
! :

= !(T(K3)).
By a “covering argument” we can show that ⌧(T(Kk)) is nonincreas-

ing when k increases (Proposition 1.1.26). On the other hand, a stan-
dard “flattening argument” (see Definition 1.1.19) yields the lower bound
⌧(T(Kk)) � 1

2k/(k � 1) if k is even and ⌧(T(Kk)) � 1
2(k + 1)/k if k is odd.

As a consequence, if the exponent of matrix multiplication ! equals 2, then
⌧(T(K4)) = ⌧(T(K3)) =

2
3 . We raise the following question: is there a k � 5

such that ⌧(T(Kk)) <
2
3? More open questions are discussed in Section 1.3.

Our method to prove (1) is a generalization of a method of Strassen, and
Coppersmith and Winograd for obtaining upper bounds on the exponent
of the matrix multiplication tensor. To use the generalized Coppersmith-
Winograd method we have to get a handle on the monomial subrank of tensor
powers of yet another type of combinatorially defined tensors. The definition
of rank given above is equivalent to saying that the rank R(�) of a tensor
� 2 V1 ⌦ · · ·⌦ Vk is the smallest number r for which there exist linear maps
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q	

tensor, which is the 3-tensor described by the triangle graph C3
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i3 ⌦ b
i1) 2 (C2 ⌦C2)⌦3,

where {b0, b1} is the standard basis of C2. Each vertex of the graph corre-
sponds to a tensor leg and each edge in the graph corresponds to an index
to sum over, shared between tensor legs. By default we view this tensor as
a 3-tensor, but we will sometimes view it as a 6-tensor. Another important
example is the so-called rank-two unit 3-tensor, which corresponds to the
hypergraph on three vertices with a single hyperedge {1, 2, 3}
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In the algebraic complexity theory literature, the two-by-two matrix multipli-
cation tensor is usually denoted by h2, 2, 2i and the rank-two unit 3-tensor
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Our aim is to prove nontrivial upper bounds on tensor rank, border rank
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rank of a k-tensor in Cn1 ⌦ · · · ⌦ Cnk is the smallest number r such that
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k
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v
i

2 Cni . The tensor rank of a tensor t is denoted by R(t). Since tensor
rank is invariant under the action of the group GL

n1 ⇥ · · · ⇥GL
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of h2, 2, 2i was obtained by Strassen by constructing an efficient bilinear
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later proven to be tight by Winograd [Win71] and independently by Hopcroft
and Kerr [HK71]. The triangle tensor h2, 2, 2i will play an important role
in this paper. The second tensor h2i is the canonical example of a tensor of
rank two. For the third tensor, observe that the graph contains a triangle,
and hence Strassen’s decomposition of h2, 2, 2i can directly be upgraded to a
nontrivial decomposition of this tensor of size 56. This direct upgrading idea
does not work when a tensor corresponds to a graph without triangles, say
the five-cycle. The method that we will describe below allows us to prove
nontrivial rank upper bounds even for tensors corresponding to graphs that
do not contain triangles.
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�(b00+ b11) =
P

i2{0,1}3(bi1⌦b
i2)⌦ (b

i2⌦b
i3)⌦ (b

i3⌦b
i1), which equals T(C3)

and thus has rank 7 as a 3-tensor, invoking Strassen’s decomposition for the
second time. Therefore, R(T (C5))  6 · 4 + 1 · 7 = 31. This means that we
have achieved our goal of constructing a nontrivial rank-31 decomposition of
the goal tensor T(C5), smaller than the trivial decomposition of size 32.

Identifying T(C3) with the graph C3, we think of  as a “surgery map”
that splits a vertex into two vertices and inserts a new vertex together with
two edges. In pictures, the effect of applying  is

  

Splitting a tensor leg possibly increases tensor rank, as is the case with the
term b00 + b11 above. To remind us of this, we like to decorate the picture
with a “virtual edge” connecting the cut vertices,

  

The crux is the triangle appearing on the right. This triangle indicates the
worst-case situation where �(b00 + b11) = T(C3) has rank 7. Of course, to
get a good decomposition it is important to also keep track of the best-case
situation where �(b

xy

) has rank 4.
In the remaining of this introduction we will state definitions and basic

lemmas, some lower bounds to put our upper bounds into perspective, and
connections to other work.

Definitions and basic lemmas. All our vector spaces will be complex
finite-dimensional vector spaces. However, the ideas in this paper will work
over any field. Let G = (V,E) be a graph and let n be a natural number. Let
b1, . . . , bn be the standard basis of Cn. We define the |V |-tensor T

n

(G) as

T
n

(G) :=
X

i2[n]E

O
v2V

⇣O
e2E:
v2e

b
ie

⌘
,

where the sum is over all tuples i indexed by E with entries in the set
[n] := {1, 2, . . . , n}. Equivalently, we can define T

n

(G) as follows, with
subscripts denoting tensor leg positions,

T
n

(G) =
O
e2E

X
i2[n]

(b
i

⌦ b
i

)
e

⌦ (1⌦ · · ·⌦ 1)
V \e,

where the large tensor product is a tensor product of |V |-tensors. We write T
for T2. We can safely ignore the fact that this tensor depends on the choice
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of rank given above is equivalent to saying that the rank R(�) of a tensor
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tetrahedron. We aim to get a good upper bound on the tensor rank of a
tensor power of the goal tensor:

goal tensor = T

⇣ ⌘
=

O
e2E

X
i2[2]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

To this end, we pick the following starting tensor, for which we have a good
border rank upper bound (Lemma 2.2.2):

starting tensor = Tq

⇣ ⌘
+Tq

⇣ ⌘
+Tq
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+ Tq
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+Tq

⇣ ⌘
+Tq

⇣ ⌘
=

X
e2E

X
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}.

We now choose a product partition of the standard basis for the space
that the starting tensor lives in. This partitions the starting tensors into
blocks (like we can partition matrices into blocks). The partition we use is
{{b0}, {b1, . . . , bq}}⇥4. The partitioned tensor has, besides the zero block,
the following blocks:

inner structure =

n
Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘
,

Tq

⇣ ⌘
,Tq

⇣ ⌘
,Tq

⇣ ⌘o
=

nX
i2[q]

(bi ⌦ bi)e ⌦ (b0 ⌦ b0)V \{e}

��� e 2 E
o
.

The following outer structure tensor tells us how the nonzero blocks are
positioned, in block coordinates:

outer structure = D(2,2)

=

X
e2E

(b1 ⌦ b1)e ⌦ (b0 ⌦ b0)V \{e}.

We can degenerate D⌦s
(2,2) to

P
i2[p] bi ⌦ bi ⌦ bi ⌦ bi for p = 2

qM(D(2,2))s�o(s)

by a monomial degeneration (Definition 1.1.15). This means that we can
degenerate the sth power of the starting tensor to a direct sum of nonuniform
goal tensors, but such that for each nonuniform goal tensor the product of
the edge weights equals qs (by Proposition 2.1.12):

Tf1

⇣ ⌘
� Tf2

⇣ ⌘
� · · ·
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In general, with tensor surgery we can transform decompositions of
matrix multiplication tensors hn1, n2, n3i to decompositions of T

n

(C
k

). We
will illustrate this with T4(C5). We make use of the bounds R(h4, 4, 2i)  26,
R(h4, 4, 4i)  49 and R(h4, 4, 2i)  24, R(h4, 4, 4i)  46, see [HK71, Smi13].
First note that R(T4(C5))  R(T2(C5))

2  312.

Proposition 6. R(T4(C5))  937 < 312 and R(T4(C5))  910.

Proof. Let � be the linear map C4 ⌦C4 7! (C4 ⌦C4)⌦3 defined on simple
tensors by u⌦ v 7! P

j2[4]2(u⌦ b
j1)⌦ (b

j1 ⌦ b
j2)⌦ (b

j2 ⌦ v), and let  be the
linear map (C4⌦C4)⌦3 ! (C4⌦C4)⌦5 which applies � to the first tensor leg.
Then T4(C5) =  (h4, 4, 4i). The tensor square of Strassen’s decomposition
gives a decomposition h4, 4, 4i = P49

i=1 t
1
i

⌦ · · ·⌦ tk
i

such that

#{i | RC2⌦C2(t1
i

) = 1} = 62,

#{i | RC2⌦C2(t1
i

) = 2} = 6 + 6,

#{i | RC2⌦C2(t1
i

) = 4} = 1.

If RC2⌦C2(t1
i

) = 1, then �(t1
i

) has rank 42. If RC2⌦C2(t1
i

) = 2, then �(t1
i

) ⇠=
h4, 4, 2i has rank at most 26. If RC2⌦C2(t1

i

) = 4, then �(t1
i

) ⇠= h4, 4, 4i has
rank at most 49. Therefore, applying  to the simple summands t1

i

⌦ · · ·⌦ tk
i

we obtain R(T4(C5))  62 · 42 + 12 · 26 + 1 · 49 = 937.
For the border rank, we have R(h4, 4, 2i)  24 and R(h4, 4, 4i)  46, so

that R(T4(C5))  62 · 42 + 12 · 24 + 1 · 46 = 910 by the same argument.

In view of the lower bound (9), our bounds might not look that strong. We
will now see, however, that applying the same techniques in the asymptotic
setting yields optimal bounds, assuming ! = 2. Let !

k

:= !(T(C
k

)).

Theorem 7. For k, ` odd, !
k+`�1  !

k

+ !
`

.

The idea of the proof is to take the k-cycle C
k

, split one vertex in C
k

into two vertices and insert `� 2 new vertices in the graph together with the
appropriate `� 1 edges in order to create the (k + `� 1)-cycle. In pictures,
for k = 5 and ` = 3,

  

Next we consider an optimal decomposition of T
n

(C
k

). Not only inserting
` � 1 edges comes with a cost, but also splitting the vertex. The crucial
observation is that the total cost is at most the cost of creating an `-cycle,
which is asymptotically !

`

.
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AdverOsement	

•  Tensor	rank	is	not	mulOplicaOve	under	the	
tensor	product	

•  with	Asger	Kjærulf-Jensen	&	Jeroen	Zuiddam	
•  arxiv:1705.09379	
•  Main	Results:		 3-tensor	

R(W ⌦W| {z }
6�tensor

)  8 < 9 = R(W )2

R(t⌦n
)  poly(n)R(t)n


